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ABSTRACT The intercloud represents a logical evolution of cloud computing that 

extends its computational scale and geographic footprint by collaborating with disparate 

cloud service providers (CSPs) for resource sharing. Discovering resources belonging to 

heterogeneous CSPs is not only the primary but critical operation for the intercloud. 

However, achieving resource discovery in a deterministic manner within this global 

distributed environment is non-trivial. The literature has proposed several resource 

discovery approaches for the federated intercloud based on trusted and centralized third-

party entities. Few approaches, however, exist for the non-federated intercloud, which by 

definition has no central entity to enable the resource discovery process. Some P2P-based 

resource discovery techniques have been proposed by researchers, industry players and 

standardization bodies like Global InterCloud Technology Forum (GICTF). However, 

existing P2P-based approaches in the non-federated intercloud do not adequately address 

authentication, non-repudiation of resource information, secure storage and management 

of transactional records, management of trust/reputation and optimal resource selection 

and provisioning. This research paper presents BIRD, a Blockchain-based Intercloud 

Resource Discovery framework that involves participating CSPs connected in a P2P 

network using blockchain to manage resource information and maintain transactional 

records. The BIRD framework alleviates the requirement of a trusted third party for 

discovering and managing resources. The main features involved in the BIRD framework 

are i) latency optimization, ii) fine-grained control mechanism, and iii) Quality-of-

Service, Trust and Reputation (QTR) indices. Latency optimization achieves faster 

resource discovery, fine-grained control mechanism for intercloud resource discovery, 

and QTR is for quality CSP or resource selection. BIRD uses blockchain to maintain 

transactions between CSPs securely. 

INDEX TERMS Blockchain, intercloud, resource discovery. 

 

1. INTRODUCTION 

Many experts have considered the intercloud scenario as the 

future of cloud computing [1] is also referred to as an 

interconnected global “Cloud of Clouds”. The concept was 

introduced by Cisco [2, 3] to signify a network of clouds 

established on unified open standard protocols to provide 

cloud interoperability. It aims at seamlessly utilizing the 

storage and computational resources dispersed across 

private and public clouds. Thereby achieving an inter-

planetary footprint, service delivery localization, high 

reliability, and flexibility while maintaining acceptable 

quality-of-service (QoS). Fig. 1.1 shows the Cisco view of 

the intercloud [4] wherein multiple private/public/hybrid 

models interconnect using Cisco’s proprietary framework 

while interoperating seamlessly with cloud-hosted services 

and data belonging to public clouds from other CSPs such as 

Amazon, Google, Microsoft etc. Effectively leveraging 

resources across several geographically dispersed CSPs 

requires efficient orchestration enabling resources to be 

discovered, selected, allocated and de-allocated securely 

based on user-

specified 

 

FIGURE1.1. Cisco’s view of the unified intercloud offering seamless services over 

a multitude of cooperating clouds (Source: Cisco) 

parameters like cost, quality-of-service (QoS), latency, 

reputation of CSPs or even a custom combination of these 

parameters.  
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The resource discovery process within an intercloud 

environment typically involves operations such as 

publishing resource information, purging and refreshing 

resource information, selecting resources, reservation, 

instantiation and consumption of selected resources, 

releasing resources after consumption, and financial 

settlement. Hence, the resource discovery and provisioning 

process are central to the operation of the intercloud. Given 

the variety of resources, intercloud scale, and divergent user 

requirements, the resource discovery process assumes 

significant complexity, especially for the non-federated 

intercloud model with no centralized entities and a trusted 

third party.  

Several standardization efforts have been ongoing to help 

define common operations, metrics, and benchmarks for 

intercloud resource discovery. Industry bodies such as 

GICTF [5] and the intercloud Forum [6] have led these 

efforts. However, these efforts have focused primarily on 

the federated intercloud model, which offers trusted central 

entities and services for authentication and brokers 

providing resource discovery and orchestration services. The 

non-federated intercloud model, which by definition is 

decentralized with no trusted third-party entities, have 

largely remained outside the purview of the standardization 

efforts. Thus, several open research challenges persist for 

researchers in this domain. According to Toosi et al. [7] 

resource discovery is one of the major challenges in 

heterogeneous intercloud environments. Later, Sharma et al. 

[8] suggested that achieving efficient and secure resource 

discovery within an intercloud environment remains non-

trivial. Then, Martino et al. [9] presented a position paper 

providing intercloud research areas and challenges, 

establishing an initial research roadmap for intercloud 

computing development areas. Broadly, the challenges in 

intercloud resource discovery for a non-federated intercloud 

environment can be summarised as follows: 

 Establishing identities of participating cloud service 

providers and performing authentication are 

challenging in the absence of a trusted third party. 

 The absence of centralized resource registries or 

directories provides easy lookup services.  

 Establishing non-repudiation for stated resource 

information by participating CSPs.  

 Ensuring that all participating CSPs have the same 

unambiguous view of the resource information at all 

times.  

 Ensuring resource discovery in a deterministic and 

optimal manner. 

 Allowing fine-grained and customized control to 

CSPs in specifying criteria for resource selection 

which best meet their requirements.  

 Ensuring that malicious or collaborating participants 

cannot manipulate transactional records and resource 

information.  

Hence, designing an efficient and dependable strategy for 

resource discovery in the non-federated intercloud 

environment is non-trivial yet imperative for realizing the 

vision for the non-federated intercloud. This paper proposed 

an efficient and secure decentralized mechanism of resource 

discovery for the non-federated intercloud. The proposed 

Blockchain-based Intercloud Resource Discovery 

framework, i.e., BIRD, organizes the intercloud as a latency-

optimized P2P network. It also makes innovative use of 

blockchain [10] to serve as an immutable distributed 

resource ledger and encrypted store for transactional 

records, removing the requirement for a trusted third party. 

BIRD addresses significant gaps in the domain and provides 

a viable and novel model for non-federated intercloud 

resource discovery. 

1.1. EXISTING WORK 

Distributed systems such as Grids, P2P networks and cloud 

provide a distributed computing infrastructure that can 

leverage globally available network resources. In these 

systems, resource discovery is the foremost process, wherein 

the resource consumer figures out the resource offering that 

best meets its requirements amongst the available offerings 

by resource providers. Thus, resource discovery involves 

searching and locating specific resources across a large 

distributed space with potentially many options. However, 

discovering resources among the intercloud across multiple 

participating CSPs is inherently complex due to its 

heterogeneous nature, global footprint and dynamic 

availability of resources, as also stated in [11]. Thus, 

resource discovery mechanisms formulated for the Grid, 

P2P networks and even a homogenous cloud environment 

are not directly applicable to the intercloud, especially for 

the non-federated model with no centralized entities, 

requiring specialized mechanisms to be devised. Fig. 1.2 

provides a classification for the intercloud models proposed 

by researchers in [6, 12]. Broadly there are two main classes 

of intercloud models; federated and non-federated intercloud 

models. The Federated intercloud model offers trusted 

central entities and services for authentication and brokers 

providing resource discovery and orchestration services. 

Different groups of cloud service providers willingly 

collaborate and interconnect with one another to share 

resources. Non-federated cloud is a decentralized 

environment that is more open and flexible that has no 

central entity such as resource repositories and brokers to 

enable the resource discovery process 

Resource discovery approaches for the intercloud can be 

classified as follows:  

Broker-based Approach: A majority of the resource 

discovery approaches existing in the literature pertaining to 

the broker-based approach. It is widely adopted to discover 

resources in intercloud. Brokers act as intermediary entities 

for orchestrating resource requirements between different 

CSPs. It provides central resource repositories, cache 

resource information and offers a convenient lookup service 

for resource discovery. Finally, an encrypted central store 

for transactional records is used for financial settlements. 

These centralized elements facilitate resource discovery, 

matching and selection across CSPs. Lheureux and Plummer 

[13] emphasize the significance of a brokerage service, 

which defines three different cloud brokerage types, 

including arbitrage, aggregation, and intermediation. 

Similarly, Buyya et al. [14] have acknowledged the 

significant role of cloud brokers and their multiple 
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responsibilities ranging from service aggregation to 

monitoring. Geetha et al. [15] has compared the features of 

brokers and explained the various brokering frameworks as 

follows: 

 Grozev and Buyya [16] proposed the intercloud 

framework is an architecture related to a federated 

intercloud environment consisting of a broker, a cloud 

exchange, & a cloud coordinator. They have proposed 

a centralized approach where the central entity can 

perform resource selection and allocation for 

requesting users.  

 The SLA-based tiered pricing model is proposed by 

Nair et al. [17], where cloud broker provides the broker 

service to provide identity management, access 

management, policy enforcement, and audit 

capabilities to CSPs in an intercloud 

 

FIGURE1.2. Classification of intercloud models 

 CloudRank framework proposed by Zheng et al. [18] 

focuses on predicting QoS compliance of potential 

resources. Different values from users of the same 

cloud service are collected, and rank is predicted based 

on the perceived ability to meet QoS parameters. This 

helps CSPs in selecting the best resources.  

 Meta-computing scheduling architecture for resources, 

as proposed by Schwiegelshohn et al. [19], is based on 

the concept of brokerage and trading, involving a 

market-based structure connecting various subdomains 

that discover resources and transact with each other. 

 Bessis et al. [20] proposed an algorithmic model for 

orchestrating job execution in intercloud, especially in 

the face of flash-crowd scenarios, relying on some 

central elements to aid in the selection of computing 

resources to execute the remote jobs 

However, the current broker models lack insight into 

resource level performance for each CSP, their past 

behaviour and reputation to help prospective collaborating 

CSPs make informed choices. Centralised brokers also tend 

to suffer from issues of delivering performance at an 

extreme scale, besides providing fault-tolerance and 

reliability as they represent a single-point-of-failure.  

P2P-based Approach: The decentralized mechanisms, such 

as those based on P2P approaches, in non-federated 

intercloud environments, are naturally applicable to the 

inter-cloud due to their extreme scalability, resilience and 

fault-tolerance. P2P networks are naturally fault-tolerant due 

to the replication of the resource information at multiple 

nodes in a distributed manner. Gupta et al. [21] proposed a 

completely decentralized P2P framework that could enable 

effective resource provisioning over geographically 

dispersed cloud service providers (CSPs). Yet, the suggested 

strategy does not provide latency optimization while 

performing resource matching between providers and 

consumers. A P2P-based resource discovery scheme based 

on spatial awareness of the involved cloud data centres 

attached to different CSPs is proposed [22]. The scheme 

exploits the locality-based information of data centres and 

arranges them into the Distributed Hash Table (DHT) [23] 

for optimal communication. But, the work does not include 

quality of service criteria (like trust, availability, reputation 

etc.) that can leverage the selection of quality resources. 

Sotiriadis et al. [24] presented a decentralized and 

distributed strategy for discovering resources in a 

heterogeneous intercloud environment by proposing 

grouping resources depending upon old service experience 

encountered. However, the strategy proposed is based on 

creating clusters of transient resources and gets affected by 

overheads incurred due to the creation and separation of the 

clusters each time the resource availability changes, which is 

quite frequent. Additionally, managing the trail of past 

service experience of every involved participant incurs its 

overheads. 

Not much work has been carried out regarding resource 

discovery using the P2P-based approach in the intercloud 

domain. Even when P2P-based approaches have been 

recommended by researchers and industry bodies such as 

GICTF, they have been silent on making the resource 

discovery process deterministic and secure with acceptable 

QoS, besides offering a distributed and fool-proof 

mechanism for storing transactions records and facilitating 

seamless financial settlements.  

Agent-based Approach: Agents work on behalf of an entity 

and exhibit properties of autonomy, pro-activity, 

communication and negotiation, enabling the completion of 

the assigned task. Agents are used for resource discovery 

and management of resources between CSP-CSP, CSP-SP 

besides SLA negotiations. Cloudle [25], an agent-based 

search engine, supports similarity reasoning, compatibility 

reasoning and numerical reasoning by consulting cloud 

ontology for regulating the likeness between provider’s and 

consumer’s service specifications. Agent-based resource 

discovery strategy using bloom filter is proposed by 

Nikbazm R and Ahmadi M [26]. In this strategy, the 

resource information is stored in a Bloom filter which is 

then sent to the related broker agent, which matches the 

requirements against the resource database. Agents seem an 

appropriate mechanism for automating complex interactions 

within an intercloud environment and hence play a 

significant role in automating resource discovery for the 

intercloud among other functional areas [27]. 
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Ontology-based Approach: Ontology [28] is a common 

vocabulary that promotes sharing of information in an inter-

cloud domain and resulting in meaningful search. The main 

objective of an intercloud CSP is to provide numerable 

computing resources and total transparency while providing 

visibility of the resources simultaneously. It ensures that the 

resources/services can meet compliance and match the 

functional, architectural, policies and constraint 

requirements of other cloud service providers. Current work 

in this domain focuses on defining declarative semantic 

model/language that captures both requirements and 

constraints of computing resources. EDML [29] is defined 

as a modelling language that specifies data centre computing 

resources semantics, expressed in XML-based mark-up 

language. Willner et al. [30] proposed a Federated 

Infrastructure Discovery and Description Language 

(FIDDLE) that can be employed and diversified to 

interchange information happening between federated 

infrastructures to discover & consume the unused 

resources/services independently from specific APIs or 

architectures. However, FIDDLE does not address the non-

federated intercloud model. Another approach in [31] 

addresses organizing resource information across multiple 

providers by enabling resource discovery and selection 

procedures based on multilayer ontology. The ontology 

describes user requirements, resource constraint 

requirements and cloud resource attributes. Also, a bi-

dimensional matching algorithm performs the required 

attribute matching. However, the scheme does not take into 

account historical resource attributes and performance.  

Table I summarises the main contributions and limitations 

of the work done in intercloud resource discovery by various 

researchers. 
TABLE I  

CONTRIBUTIONS AND LIMITATIONS OF EXISTING INTERCLOUD 

RESOURCE DISCOVERY MODELS 

Research 

Models/ 

Frame 

works 

Focus Resource 

Discovery 

Approach 

Architectural 

Model 

Limitations 

Market-

based 

negotiation 
model  

[6, 16]   

Federation of 

clouds for 

performing 
resource 

allocation 

through 
central entity 

for providing 

guaranteed 
quality-of-

service. 

Broker-

based 

Approach 

Centralized 

Architecture 

Suffers from 

single-point-

of-failure, 
unshielded 

security and 

issues with 
non-

adaptability 

in non-
federated 

model. 

Requires a 
trusted third-

party for 

centralised 
orchestration 

of resources. 

Meta-
computing 

scheduling 

architecture 
[19] 

A meta-
computing 

architecture 

linking 
independent 

resources 

and 
providing 

information 

Broker-
based 

Approach 

Centralized 
Architecture 

Uses a 
centralised 

broker 

susceptible 
to single-

point-of-

failure and 
frequent 

resource 

about them 

to enable 

efficient 
discovery 

and 

orchestration
.  

information 

updation 

requests 
from diverse 

sources 

making 
orchestration 

sub-optimal.  

Resource 

clustering 

architecture 
[24] 

Resource 

discovery 

strategy 
based on 

previous 

resource 
requests and 

past results.  

Broker-

based 

Approach 

Centralized 

Architecture 

Scheme 

incurs 

overheads in 
creation of 

resource 

clusters and 
storing large 

amounts of 

resource 
discovery 

interactions 

to keep track 
of past 

requests, 

experiences 
and taking 

intelligent 

decisions 
based on that 

data. 

Updating the 
past 

experiences 

with current 
experiences 

takes time.    

C2C-
framework 

[21] 

A P2P based 
non-

federated 

model 
connecting 

CSPs 

together and 
enabling 

cloud-to-

cloud (C2C) 
resource 

discovery 

creating a 
shared 

ecosystem of 

pooled 
compute 

resources.   

P2P-
based 

Approach 

Decentralized 
Architecture 

Not latency 
optimized. 

For large 

networks 
time taken 

for the 

network to 
converge 

increases. 

Moreover, 
resource 

information 

propagation 
takes place 

one hop at a 

time, which 
is less then 

optimal.  

P2P-based 
distributed 

resource 

discovery 
[22] 

 

Resource 
discovery 

mechanism 

based upon 
the spatial 

awareness of 

various 
cloud data 

centres that 

belong to 
diverse and 

disparate 

CSPs 

providing 

minimal 

response 
time 

P2P-
based 

Approach 

Decentralized 
Architecture 

Work does 
not include 

quality of 

service 
criterion 

(like trust, 

availability, 
reputation 

etc.) that can 

be leveraged 
for selection 

of quality 

resources.  
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Direction-

aware 

resource 
discovery 

architecture 

[32] 

Developed a 

direction-

aware 
strategy for 

resource 

discovery 
allowing 

shaping of 

network 
traffic and 

minimizing 

latency in a 
distributed 

environment

. 

P2P-

based 

Approach 

Decentralized 

Architecture 

Incapable of 

rapidly 

responding 
to changes in 

network 

topology or 
handling 

flash-crowd 

scenarios.   

FIDDLE: 

Semantic 

information 
model [30]  

 

Formally 

explains the 

federation 
between the 

cloud 

providers 
encompassin

g 

infrastructur
e and life 

cycle of 

various 
resources/ser

vices offered 

Ontology-

based 

Approach 

Centralized 

Architecture 

Failed to 

address 

resource 
discovery in 

the non-

federated 
intercloud 

model 

Multi-layers 
ontology 

scheme [31] 

Multi-layer 
ontology is 

proposed 

from 

the view of 

software 

developer’s 

requirements 

for resource 

discovery 
and selection 

procedure 

Ontology-
based 

Approach 

Decentralized 
Architecture 

Failed to 
consider 

historical 

resource 
attributes 

and 

performance. 

 

Cloudle [25] Agent based 

search 
engine 

proposed for 

bolstering 

cloud 

service 

discovery, 
service 

negotiation 

and service 
composition. 

Agent-

based 
Approach 

Centralized 

Architecture 

Uses set of 

centralized 
broker 

agents 

susceptible 
to single-

point-of-

failure 

1.2 CONTRIBUTION OF THIS WORK 

Compared to centralized resource discovery architectures 

for the intercloud, the decentralized models seem to be more 

scalable. Still, the operations involved are complex and 

require more coordination among the participating CSPs. 

Other issues involved, especially in non-federated 

decentralized models, include managing up-to-date resource 

information, providing fine-grained control over resource 

selection to CSPs, ensuring un-ambiguity of resource 

information, and orchestration at scale across different CSPs 

finally ensuring non-repudiation of transactional records. 

Most of the work done by researchers and standardization 

bodies has focused primarily on the federated intercloud 

model, which includes trusted central entities performing 

authentication and resource discovery & orchestration. The 

non-federated intercloud model does not include trusted 

third-party services, thus necessitating a dependable strategy 

for resource discovery. It can be seen from the review of 

existing work that a comprehensive scheme tailored to meet 

the resource discovery requirements of the non-federated 

intercloud. It provides fine-grained control over resource 

discovery, enabling high-quality resource selection, 

delivering acceptable performance, providing fool-proof 

security and non-repudiable transactional records in the 

absence of a trusted third party. It remains a major gap in the 

domain. This research paper is an extension of the work 

initially presented in [33,34]. It, therefore, proposes the 

BIRD framework, which makes novel use of blockchain to 

overcome the need for a trusted third party for enabling 

seamless resource discovery for the non-federated 

intercloud. A latency optimized P2P network of 

participating CSPs reduces the communication overheads 

while the shared ledger maintained by each CSP provides an 

unambiguous view of resources across the intercloud. Smart 

contracts implemented by each CSP consider cost, quality-

of-service, trust and reputation of participating CSPs to 

enable customized and high-quality resource selection. 

Table II presents a feature comparison between the proposed 

BIRD framework and the two main resource discovery 

frameworks, GICTF [5] and the Intercloud Framework [6]. 
 

TABLE II  

COMPARATIVE FEATURE ANALYSIS OF BIRD WITH EXISTING 
FRAMEWORKS 

Feature/Offering 
GICTF Intercloud 

Framework 

BIRD 

Resource Discovery 
Approach (P2P-based or 

Broker-based) 

P2P-based 
Approach 

Broker-based P2P-based 
Approach 

Vendor lock-in 

Situation 

Partial Yes No 

 

Third-Party Reliance Yes Yes No 

Trust and Reputation No No Yes 

Fine Grained Resource 

Selection 

No No Yes 

Cloud Provider’s SLA 

 

Yes Partial No 

 

Decentralization Partial No Yes 

Real-Time Resource 
Performance 

Monitoring 

No No Yes 

 

Transactional Records Does not 

Address 

Central 

Repository 

Blockchain 

(Distributed) 

The BIRD framework makes innovative use of the 

blockchain [10] concept to secure CSP-to-CSP transactions 

without requiring a trusted third party. It encompasses a 

fully decentralized, latency-optimized P2P network of 

participating CSPs, associated protocols for facilitating 

efficient resource discovery and a trusted blockchain ledger 

for maintaining and handling transactional records. Thus, 

the requirement of a centralized authority present in existing 

non-federated intercloud resource discovery frameworks is 
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alleviated. Multiple CSPs jointly arrive at a consensus 

recorded and entered in the ledger for future reference, 

ensuring immutability and transparency.  Time-stamped 

transactions enable CSPs to maintain traces of resources 

advertised by other CSPs. Once a CSP negotiates a 

“contract” with another CSP, both the individual CSPs begin 

their transactions in a completely decentralized manner. 

Hence, the framework facilitates optimal resource 

discovery/selection and builds trusted relationships leading 

to a more secured resource discovery and sharing 

environment. Table III summarises the implications of using 

blockchain as an integral part of the BIRD framework and 

the features that it enables.  
Table III 

 Benefits of using blockchain in BIRD framework 

BIRD 

Features 

Implication of using blockchain concept 

Immutability 

and non-
repudiation 

 Blockchain provides a shared ledger storing all 
resource information in an encrypted manner.  

 Proof-of-stake, using encrypted real-time performance 
information and computed trust value for each CSP, is 

used to arrive at a consensus.  Malicious CSPs are 

therefore unable to manipulate this information.  

 Incorporates authentication, verification and 

authorization of CSPs.  

Resource 
selection 

 Maintains the underlying details of the CSPs and 
resource availability in an encrypted form. 

 Helps in selecting and consuming resources through a 
standardized and decentralized seamless interface 

 Provides “Smart Contracts” feature allowing 
automatic execution of contracts when specified 

conditions are met.  

Handling 
failures 

 Involves a decentralized P2P architecture with the 
blockchain shared ledger such that even if a CSP fails, 

the resource discovery process will not halt as the 

same resource information is available through exact 
copies of the shared ledger maintained by all 

participating CSPs. 

Quality of 
resource 

selection 

 Ensures that deployed resource instances are from 
trusted CSPs that are continuously monitored and 

their performance data updated and stored in an 

encrypted format. CSPs cannot access or manipulate 
their historical performance data. 

 Trust, reputation and quality-of-service information is 

stored in the blockchain in the form of moving 
averages which are readily accessible to the smart 

contracts. This enables CSP specified weights to be 

applied for customised and secure resource selection.  

Financial 

Settlement 
 All contract information stored securely in the 

blockchain. 

 Resource consumption too recorded in the blockchain, 
enabling seamless final financial settlement among 

CSPs.  

Following are the main contributions of the proposed 

BIRD framework: 

 Latency optimization of the P2P network overlay 

topology confirming clustering of physically close 

CSPs leading to speeding-up of the resource discovery 

process. 

 Ensuring multi-factor optimization and fine-grained 

control mechanisms for effective resource discovery 

and provisioning. 

 Computation of cost, quality-of-service, trust and 

reputation indices for each CSP-to-CSP interaction, 

deriving cumulative metrics and further utilizing these 

metrics to improve quality of resource selection and 

negotiation decisions. 

 The innovative use of blockchain to connect CSPs 

participating to record all real-time resource 

availability, negotiations, transactions, and usage 

information ensuring transparency, immutability and 

non-repudiation. 

 Ability to operate securely and efficiently in a non-

federated open/public intercloud. 

1.3 ORGANIZATION AND READING MAP 

The structure of the research paper is shown in Fig. 1.3. The 

rest of the paper is organized as follows: Section 2 provides 

the details of blockchain preliminaries used in the paper. 

Section 3 covers the methodology employed and the 

taxonomy of the research paper.  Section 4 details the 

system model of the Blockchain-based Intercloud Resource 

Discovery (BIRD) Framework. Section 5 describes the 

sequence of operations in detail and the major 

protocols/algorithms involved. Section 6 describes the 

experimental results obtained and establishes the 

effectiveness of the proposed framework. Finally, section 7 

concludes the paper and elaborates the future work that can 

be carried out to expand the proposed resource discovery 

framework. 

 

FIGURE1.3. Structure of the research paper 

Table IV lists all the acronyms used in the paper. 

 
TABLE IV  

THE LIST OF ABBREVIATIONS 

Acronym 
Description Acronym Description 

AHP Analytic Hierarchy 

process 

QoS Quality-of-Service 

BIRD Blockchain-based 
Intercloud Resource 

Discovery 

RA Resource 
Advertisement 
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CSP Cloud Service Provider RR Resource Request 

DC Data Centre SLA Service Level 

Agreement 

SP Service Provider SSO Single-Sign-On 

DHT Distributed Hash Table WMA Weighted Moving 

Average 

VM Virtual Machine PMS Performance 

Measurement Service 

FIDDLE Federated Infrastructure 

Discovery and 

Description Language 

PoS Proof-of-Stake 

GICTF Global Intercloud 

Technology Forum 

PoW Proof-of-Work 

GUID Globally Unique ID   

 

2. BLOCKCHAIN PRELIMINARIES 

Blockchain is a distributed ledger technology providing a 

digital registry of transactions and finds wide applicability 

across industries which require maintaining records for 

financial transactions in a secure manner [35]. The 

prominent features of the blockchain technology include: 

 Decentralization: involves P2P architecture with 

participating nodes  

 Distributed Shared Ledger:  acts as a trusted and 

authentic source for participating nodes. 

 Consensus: ensures that the exact copy of shared 

ledger exists at each participating node and thus lowers 

the possibility of fraudulent transactions since some 

participating nodes can tamper with data. 

 Privacy & Confidentiality: generates public & private 

key for record sealing which are protected via digital 

signature. 

 Time-stamping: defines the time when transactions 

were actually chained to the current block. 

Some of the common blockchain terms used in this paper 

are explained below: 

 Block: Block is a container data structure that groups 

various transactions and includes them in the 

blockchain ledger. Each block contains a header; that 

consists of the metadata, accompanied by a group of 

transactions. A block is recognized by its hash value 

created using SHA256 [36] cryptographic hash 

algorithm stored within the header field of each block. 

Every block created refers to the previous generated 

block included in the blockchain.  

 Hashing: Hashing [37] is a mathematical function 

used for mapping data of variable size to a string of 

bits having a fixed size. In cryptocurrencies like 

Bitcoin [38], the transactions are used as input and 

hashing algorithm is executed to get a fixed-length 

output. Hashing enables security during the 

propagation of message transmission when intended 

for a particular recipient over the network.. 

 Consensus Algorithm: It is a mechanism used to 

achieve agreement on a single data value among the 

distributed systems and designed to ensure reliability 

in the network.  

 Proof-of-Work (PoW): Proof-of-work [39] is a 

commonly used consensus algorithm in cryptocurrency 

networks like Bitcoin. It is a mechanism in which each 

network participant, also known as ‘miner’, is required 

to prove that the work done and proposed qualifies 

them for adding a new block of transactions in the 

blockchain. The whole process is termed as ‘mining’ in 

Bitcoin and takes a longer processing time and high 

energy consumption. 

 Proof-of-Stake (PoS): Proof-of-Stake [40] is another 

widely used consensus algorithm that works differently 

from the proof-of-work algorithm. In this mechanism, 

individual participants are chosen, also known as 

validators and forger, depending upon a certain set of 

criteria or stakes to validate transactions and generate 

blocks in the blockchain. Proof-of-Stake is considered 

as being superior block validating & generating 

algorithm over proof-of-work due to low 

computational and energy requirements. 

 Validator: Entity in Proof-of-Stake algorithm is 

responsible for verifying the transactions that happen 

between the participants within the blockchain. 

 Forger: Entity in Proof-of-Stake algorithm is 

responsible for writing blocks in the blockchain. 

 Blockchain Transaction: Blockchain transaction is a 

new exchange record of some value/data/agreement 

between two different participants. Transactions can 

happen in a node and take time to verify when a new 

block containing those transactions is created. The 

validator is responsible for verifying the transactions 

stored in blocks, and the blocks form a chain to create 

a blockchain. Hash is generated for each transaction 

which gets linked to the previous block created within 

the blockchain. 

 Validation Process: The mechanism of checking and 

verifying the transactions against some validation 

rules. 

 Smart Contract: It is defined as a computer code that 

runs over the blockchain network. It contains a certain 

set of rules/criteria specified by individual participants, 

which result in the contract getting executed by both 

parties when met. Smart contracts enable automated 

negotiation, contract establishment and transaction 

execution without requiring any trusted third-party. 

3. METHODOLOGY AND TAXONOMY 

In this section the methodology employed for the present 

research is outlined. Moreover, a detailed taxonomy based 

on literature review is presented. 

3.1 PROBLEM STATEMENT  

 

The intercloud is a group of interoperating clouds 

facilitating connectivity and collaboration. Although the 
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intercloud environment offers various benefits over 

traditional cloud deployment models, the investigation 

started with a fundamental question: what would it take for 

disparate cloud service providers within the intercloud 

environment to efficiently and effectively share resources? 

For disparate cloud service providers to flawlessly work 

together, reliable protocols are needed. Widely accepted 

standards currently do not exist for a genuinely open and 

non-federated intercloud, thus necessitating the formulation 

of a comprehensive framework allowing CSPs to collaborate 

without the need for a trusted third-party as required in the 

federated model.  

The problem addressed by the present research, 

therefore, is “To enable different cloud service providers to 

collaborate seamlessly by leveraging each other’s 

resources, to achieve their mutual objectives in a 

performant, secure and flexible manner without conforming 

to the traditional federated model” By associating with 

different clouds, cloud providers can leverage a shared pool 

of resources to provide enhanced service levels to their 

customers while gaining fiscal advantages. It also helps 

CSPs to amplify their geographic footprint without installing 

their own computing resources globally, saving significant 

capital investment. 

3.2 RESEARCH QUESTIONS 

The existing literature available on resource discovery 

within the intercloud environment was examined, we 

identified various gaps.  

Table V summarizes the identified research questions and 

motivation for research.  
TABLE V 

 RESEARCH QUESTIONS AND MOTIVATION 
Research Questions 

Motivation 

How can geographically 

dispersed CSPs connect with 

each other optimally in a non-
federated fashion? 

Topology construction and 

optimization for the intercloud is a 

gap in the domain. Hence, there is a 
need to study suitable mechanisms to 

connect CSPs efficiently in an 

optimal manner to reduce 
communication overheads. 

How can resource information 

be determined to be authentic, 
stored immutability, is non-

repudiable and made available to 

all participating CSPs in an 
unambiguous manner in the 

absence of a centralised resource 

repository? 

 

For the non-federated intercloud, 

viable resource discovery and 
management schemes need to address 

these critical challenges. Existing 

researches have not adequately 
addressed these issues. GICTF, the 

industry body, while recommending 

the use of P2P networks for designing 
non-federated intercloud, is silent on 

addressing these questions.   

How can transactional records 
be managed securely without the 

need for a trusted third-party? 

For the non-federated intercloud, 
existing research suggests using some 

centralised elements to manage 

transactions between participating 

CSPs. To realise the vision of a truly 

decentralised non-federated 

intercloud, it is imperative that a 
viable alternative alleviating the need 

for the trusted third-party is devised.  

How can resource discovery in 

the non-federated intercloud be 

improved qualitatively? 

It is important for participating CSPs 

to trust available resource 

information and have some visibility 
around the past performance of 

prospective partner CSPs. Further, 

meaningful trust and reputation 
metrics that CSPs cannot manipulate 

need to be devised. This will help in 

significantly enhancing the quality of 
resource selection leading to higher 

QoS. Existing research has been 

limited to defining weighted formulae 
for customised resource selection. 

3.3  DATA SOURCES 

A comprehensive review of related research papers with 

significant citations about intercloud resource discovery was 

taken into consideration, although the work in this domain is 

still at its early stage. Standard peer-reviewed journal 

databases including IEEE Xplore, ACM Digital Library, 

SpringerLink, Google Scholar were used to search for the 

existing work done. Besides research articles, few white 

papers related to efforts done by industry standardization 

bodies in the domain of intercloud resource discovery were 

also studied.  

3.4  SEARCH CRITERIA 

Search using keywords like “Intercloud Resource 

Discovery”, “Resource Management in the intercloud”, 

“Resource Exchange in Distributed Systems”, “Cloud 

Resource Orchestration”, “Security Issues in Distributed 

Resource Discovery” and other related keywords as shown 

in Fig.3.1 were used.  

 

Possible Search Strings 

Keyword ={ “Intercloud Resource Discovery”, 

“Resource Management in the intercloud”, “Resource 

Exchange in Distributed Systems”, “Cloud Resource 

Orchestration”, “Security Issues in Resource Discovery”, 

“Resource Selection and Provisioning”, “Automated 

Resource Discovery”, “Authentication Challenges in the 

Intercloud”, “Resource Discovery Models”, “Resource 

Modeling”, “Accounting Management in the Intercloud”, 

“Reputation and Trust Management in the Cloud”, 

“Resource Management in Grids/Mobile/Ad hoc 

Networks”, “Optimization in Resource Discovery”, 

“Multi-factor Optimization Strategies”} 

FIGURE3.1. Used search strings 

 

 

3.5  CRITERIA OF INCLUSION AND EXCLUSION 

A total of 215 articles were excluded based on low 

relevance to the intercloud domain and, more specifically, to 

resource discovery. Most of the research papers were about 

different aspects of resource management in Grid 

Computing, P2P Networks, Cloud Computing and Ad hoc 

Networks. Finally, research articles were shortlisted related 

to the resource management in the intercloud domain, out of 

which few papers were directly related to the intercloud 
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resource discovery process. Few white papers pertaining to 

efforts done by Industry Standardization Bodies in the 

domain of intercloud resource discovery provided a strong 

motivation for the work done in this paper.  

4. SYSTEM MODEL 

Fig. 4.1 presents a detailed schematic of the BIRD 

framework which encompasses a dispersed cloud service 

providers (CSPs) network connected in a P2P fashion. All 

CSPs maintains a copy of the decentralized and distributed 

intercloud ledger (blockchain) that facilitates resource 

discovery and agreements that materialize with other CSPs. 

Smart contracts [41] which are code segments embedded in 

the intercloud ledger allow CSPs to enter into contracts 

when their specified requirements, both qualitative and 

quantitative, are met. These contracts contain the rules for 

negotiating the terms of the agreement, automatically verify 

fulfilment, and then execute the agreed terms between CSPs. 

CSPs also provides independent standard virtual machine 

(VM) to remotely install the BIRD performance 

measurement services (PMS). PMS monitors the real-time 

performance metrics that includes response time, reliability, 

availability etc. of CSPs by implementing synthetic 

workloads over a sustained period of time. Metrics are then 

used to calculate the compound metrics like QoS, Trust and 

Reputation (QTR). These along with cost comprise the 

CQTR metrics of a CSP for ensuring the resource discovery 

and selection process within the intercloud. This helps in 

building the historical performance profile of each CSP and 

its performance patterns for future deals and contract 

settlements. The CSPs in the non-federated intercloud share 

and maintain same view of the shared ledger which records 

time-stamped and encrypted transactions, CQTR metrics 

and contract information of the CSPs. Resource information 

is encapsulated in resource advertisements. CSPs 

participating can safely track the resources advertised 

through resource advertisements (RA) and resource requests 

(RR) by other CSPs which can help in optimal resource 

discovery based on multiple parameters and customised 

selection criteria. 

 

FIGURE 4.1. Conceptual representation of BIRD framework 

 

 

The use of blockchain as a shared ledger resolves many 

security related issues including verification & validation, 

ensuring non-repudiation, data immutability and mitigating 

the impact of malicious CSPs in the intercloud. The BIRD 

framework further computes and utilizes cumulative QoS, 

Trust and Reputation metrics for each CSP to make 
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informed resource selection decisions. Other CSPs can fetch 

historical information both qualitative and quantitative in 

one lookup and hence there is no need to traverse the entire 

blockchain to check previous transaction records and 

historical performance information.  

Mainly the CSPs in BIRD framework are responsible for 

the following: 

 Organizing into latency optimized P2P network which 

is based on Random Landmarking [42, 43] to speed-up 

the resource discovery process. 

 Designating weights in order to customize the resource 

selection process based on desired parameters like cost, 

quality-of-service parameters, trust and reputation from 

prospective partner CSPs.  

 Forwarding Resource Requests (RR) and Resource 

Advertisements (RA) such that each CSP over the 

network is responsible for advertising the resource 

information or requests to other neighbouring CSPs. 

 Verifying and validating the resource requests or 

advertisements that are received from other CSPs 

which prevents malicious behaviour in terms of 

misinformation being propagated through the 

intercloud. 

 Negotiation of resource contracts (also termed as smart 

contracts, digital contracts or blockchain contracts) 

with other CSPs that are based on the resources 

provided and resources expected along with the 

associated performance, quality and cost constraints. 

Once the contracts are finalized, the CSPs interact 

independently and record the final transaction on the 

IC Ledger (intercloud ledger) which gets propagated to 

other CSPs subsequently so that the entire network can 

converge. 

 Consensus management by ensuring that ledger 

transactions are synchronized across the P2P network 

and hence the ledger is updated only when the final 

contracts are established and verified by the 

appropriate CSPs. If any malicious activity or 

misreporting is detected, the contracts are immediately 

terminated and CSPs blacklisted. 

 Settlement with contracted CSPs post conclusion of 

contract and presentation of bill of work by the 

resource providing CSP to the resource availing CSP. 

 Calculation of CQTR (Cost, Quality-of-Service, Trust, 

and Reputation) metric post conclusion of the contract, 

updating cumulative values and recording them in the 

ledger by both participating CSPs. 

CSPs in the BIRD framework can perform two different 

roles; behaving as a non-validator CSP or validator/forger 

CSP each performing certain set of operations as shown in 

Table VI. 
TABLE VI 

 ROLE OF CSP IN BIRD FRAMEWORK 

Non-Validator CSP 
Validator/Forger CSP 

 

 Self-organize into optimized 

P2P network 

 Verify & validate Resource 

Advertisements (RA) or 
Resource Requests (RR) 

 Broadcast Resource 

Advertisements (RA) or 
Resource Requests (RR) 

 Serve as Escrow Account 

for holding the stake 

 Execute smart contracts to 

finalize agreements, financial 
settlements & presentation of 

bill of work 

 Consensus management for 

IC Ledger synchronization 

 

4.1 RESOURCE MODELLING 

Let CSPi (i= 1, 2, 3... N) be the set of N cloud service 

providers comprising a non-federated intercloud 

environment. Each CSP further comprises up to M data 

centres (DC) such that; 

CSPi = DCi1, DCi2, DCi3 … DCiM 

The promotion of resource availability by CSPs or search 

for resources from other CSPs is done through the following 

constructs: 

1. Resource Advertisement (RA) broadcast by the 

CSPs desirous of sharing resources with other 

CSPs.  

2. Resource Requests (RR) transmission by CSPs for 

making use of  resources from the other CSPs. 

Let RAi be the resources advertised or broadcasted by CSPi 

and RRi are the resources needed by CSPi within the 

framework. We can express resource advertisements and 

requests as 5-tuple as shown below; 

RAi = {ROi, Pi, Qai, Tai, Rai} 

RRj = {RNj, Cj, Qrj, Trj, Rrj} 

where, 

ROi = Resources offered by the CSPi 

Pi = Price of resources 

Qai = Quality-of-Service index of CSPi 

Tai = Trust index of CSPi  

Rai = Aggregated Reputation-Index of CSPi  

RNj= Resources needed by the CSPi  

Cj = Expected Price of resources 

Qrj = Expected Quality-of-Service index of CSPi 

Trj = Expected Trust index of CSPi  

Rrj = Expected Reputation-Index of CSPi  

While modelling resource exchange in intercloud on the 

IaaS model with VMs being the main resource for exchange, 

the proposed framework is equally applicable to the PaaS 

and SaaS model as well. If we consider resources in terms of 

raw VMs (virtual machines) then ROi can be represented as 

shown below; 

ROi = x∑ y=1 VM y  
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where,  

x is the total amount of VMs offered by the CSPi at 

specific time which can vary according to the 

internal resource demand and availability. 

Further,  

 Trust index measures the trustworthiness of a CSP by 

measuring its availability and past record of 

transactions or Transactional Success Ratio (TSR). The 

higher the availability and more the number of 

concluded transactions with a diverse set of peers, the 

higher is the trust score.  

 Quality-of-Service Index is the average of QoS 

conformity for a particular CSP. As illustration, 

considering a QoS index of 0.95 would specify that the 

CSP achieved 95% total QoS compliance on 

parameters such as response time, latency etc.  

 The Reputation index for a particular CSP is a long-

term metric which is calculated only after certain 

numbers of transactions are performed by a CSP. 

Hence, reputation of a CSP considers both the QoS 

provided by CSP and its Trust-Index score over a pre-

defined time period. 

In a similar way, Resource Request advertisements are 

published by various CSPs that require resources with 

required specifications, including Cost and QoS 

requirements, where:   

RRj = Resources required by CSPj 

RRj can also be further indicated in terms of raw VMs 

(virtual machines) as; 

 RRj = k∑j=1 VM j     

where,  

k is the sum total of number of VM’s required by a CSP at a 

particular time.  

The main aim of CSP requesting resources is to find 

another provider CSP that meets the requirements subject to 

the fulfilment of certain constraints as specified in smart 

contracts. Smart contracts remove the reliance on third-party 

entities allowing the CSPs to transact independently with 

each other. The resource requests which the CSP does not 

service are flooded in a controlled manner over the P2P 

network of CSPs. Out of the CSPs that respond to the 

resource advertisement, the one that can fulfil the required 

constraints per the weighted formula is selected. For each 

negotiation between CSPs, multiple commits are done on 

the shared ledger. First, when the contract is established, 

second, when the resources are consumed by CSPs and 

finally, once they are released. Along with the resource 

information, the CQTR value of each CSP is also a part of 

the resource advertisements.  

For each CSP, the selection criteria as specified in smart 

contract can be expressed as; 

CSPList = {W1 * (C) + W2 * (QI) + W3 * (TI) + W4 * (RI)} 

  

where,  

C = Cost-value 

QI = Quality-of-Service Index 

TI = Trust Index 

RI = Reputation Index 

W1, W2, W3 and W4= Weights whose value range between 0 

and 1 

As can be seen from above, the individual weights 

assigned allow CSP’s to create a customised selection 

process with fine-grained control for each selection criteria. 

This greatly impacts performance, quality-of-service, and 

overall cost and helps in selecting a particular CSP and its 

associated resources optimally. Thus, the quality of the CSP 

selection process is a key to achieving the desired cost to 

performance ratio. The proposed framework incorporates 

cost, quality-of-service index, trust and reputation as key 

parameters evaluating the quality of CSP resource offerings.  

4.2 CQTR METRIC COMPUTATION 

The optimized resource selection methodology in BIRD is 

based on a weighted formula of CQTR (Cost, Quality-of-

Service, and Trust & Reputation) metrics monitored by PMS 

installed on each CSP, enabling customized resource 

selection. In a non-federated or public intercloud 

environment, CSPs often interact with each other without 

having assurances about their genuineness or the quality of 

resources on offer. There is also insufficient information for 

deciding which resources to select. Besides data on past 

performance, detailed interaction history leading to 

computation of trust and reputation metrics are needed to 

support informed decision making. The open and dynamic 

nature of the intercloud and the independent capacity 

planning and provisioning of resources within each CSP 

make resource discovery and sharing in the intercloud 

environment a challenging task. Finally, the dynamic 

resource requirements of the resource selecting CSPs require 

that CSPs need fine-grained control over the resource 

selection process. BIRD ensures customized resource 

selection by using the concept of Weighted Moving Average 

(WMA) [44] of CQTR metrics. The weighted moving 

average is a popular trend analysis indicator that can ensure 

that the oldest data points are dropped and the recent data 

points are factored in so that optimal resource selection can 

be made based on the latest performance trends. Cost is the 

amount paid or spent by CSPs to buy or obtain the resources 

required. The discussion about other QTR metrics is given 

in detail below: 

a) QUALITY-OF-SERVICE (QOS) 

Finding the best-suited CSP requires a trade-off among 

many parameters, including latency, quality of service 

warranties, cost, and past behaviour of CSPs etc. However, 

QoS-compliant resource discovery models for the intercloud 

find limited reference in literature. The RESERVOIR model 

for open federated cloud computing, as suggested by 

Rochwerger et al. [45], only concentrates on managing the 

server virtualization at the expense of other equally essential 

performance parameters. Business-oriented federation 
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model for real-time applications proposed by Yang et al. 

[46] considers only the critical requirements for real-time 

applications. This requires building federation mechanisms 

for provisioning resources across cloud service providers to 

deliver on-demand, cost-effective and QoS-oriented 

services. 

Multi-parameter model in BIRD for QoS calculation is 

represented as, 

Q = {R, P, L} 

where,  

R= Reliability,  

P = Processing Time  

L= Latency 

 Reliability (R) includes the CSP’s ability to perform 

under defined conditions for a certain period of time 

without failure. It can be represented as; 

R = 1- n/M*t     

where, 

t =Time for which resources or services are 

provided by CSP to other CSPs 

n = Time that includes CSP’s unavialbility  

M = Time of operation or observation 

 Processing Time (P) measures the time a CSP takes to 

execute the resource requests. It can be represented as; 

P = M∑ j=1 (β/λ) / M                   

where,  

β = Minimum processing time discovered during 

observation interval 

λ = Average processing time observed 

M = Number of requests handled by a CSP in a 

time slot 

 Latency (L) is a complex metric in non-federated open 

public intercloud environment mainly because of 

unpredictability and huge geographically dispersed 

locations which calls for its continous measurement.  

These parameters are continuously measured and monitored 

by the BIRD Performance Management Service (PMS) 

installed on a sample VM assigned for each CSP in order to 

calculate the QoS value for a CSP in an automated manner. 

b)  TRUST 

Trust is an essential criterion in a non-federated intercloud 

environment since the CSPs need to know whether the 

resources they are accessing are genuine and provided by a 

trustworthy CSP. Existing mechanisms in the intercloud rate 

a CSP based on the cumulative past experiences of 

transacting cloud service providers. Such mechanisms can 

be circumvented by colluding CSPs. A multi-faceted trust 

management system, as explained by Habib et al. [47] helps 

to differentiate between a trusted and un-trusted cloud 

service provider. Its main contribution is that end-users can 

select the attributes using which trust ratings can be 

calculated. A framework for Trust-as-a-Service is proposed 

by Noor et al. [48], which explains an adaptive credibility 

model used to assess trustworthiness and to distinguish 

between credible and malicious feedback. The majority 

consensus feedback provided by the consumers is used to 

calculate the trust of a cloud service. However, such 

schemes are unable to eliminate user-bias ratings. 

BambooTrust is a scalable and distributed trust management 

system described by Kotsovinos et al. [49] based on an 

existing model named XenoTrust and the Bamboo 

distributed hash table. The framework defines a set of rules 

to decide how to evaluate the reputation information 

collected from different parties. Abawajy [50] suggest a 

reputation-based trust management system for an intercloud 

environment where a resource manager is responsible for 

provisioning and allocating resources and maintaining trust 

information for all the clouds. However, such a scheme is 

not feasible for a non-federated intercloud environment with 

no central authority. Filali et al. [51] presented a trust model 

based on the QoS and CertainTrust model. The trust value of 

a CSP is constituted by using two factors, i.e., Trust and 

Performance value. The user first sends the request to a 

cloud provider and then the calculation of the initial global 

trust value is done. The transaction is endorsed if the value 

is at a higher level above the threshold value. Trust models 

for distributed systems are typically policy, recommendation 

and feedback based.  

Many limitations exist in the proposed trust models, 

especially regarding their applicability to the non-federated 

intercloud model and specific requirements of the BIRD 

framework. In most proposed models, there is reliance on a 

trusted third party like a broker or a cloud trust authority to 

facilitate trust management. Trust models based upon 

reputation and feedback, biased ratings and collusion among 

malicious peers can lead to wrong trust perceptions. In many 

approaches, subjective techniques allocate weights to trust 

factors like an expert opinion, user experience etc. The 

subjective weight assignment models do not always 

accurately calculate trustworthiness since they fail to 

address the complexity and dynamic adaptability involved in 

calculating trust. 

BIRD addresses these challenges by completely automating 

trust calculation rather than focussing on user ratings or 

feedback and working on quantifiable continuous measured 

metrics.  Based on the trust calculation, the long-term 

reputation of individual CSPs is determined. The computed 

trust index is further stored in the blockchain preventing 

collusion to manipulate the trust index artificially.  

CSP trust calculation is based upon the Availability (A) 

and Transactional Success Ratio (TSR) that includes the 

record of transactions performed by a CSP. This is 

explained below as:  

 Availability (A) of a CSP can be calculated by 

measuring the time duration for which the CSP 

remains down relative to the total operational time of 

CSP. It can be represented as; 

A = 1- (tdown / tup + tdown) ≤ 1                       



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2021.3131515, IEEE
Access

  M. Sharma et al.: Preparation of Papers for IEEE Access (February 2021) 

 

13 

 

where, 

tup = CSP’s up-time for a particular period of time 

tdown = CSP’s down-time for a particular period of time 

 Transactional Success Ratio (TSR) involves the 

correlation between the number of successful resource 

transactions carried out by a CSP to the total number of 

resource transaction requests received.  It can be 

represented as; 

TSR = Number of successful transactions /Total number of 

transactions 

Hence, BIRD calculates trust-index of a CSP as; 

TCSP = A* TSR         

c) REPUTATION 

Trust computation within the BIRD framework depends 

upon the moving averages of observed parameters, whereas 

reputation calculation is seen as a measure of long-term 

trust. Hence, the reputation index is assigned to those CSPs 

who have a track record of successful transactional history. 

So, long-term trust indices plus the transactional record of a 

CSP comprise its reputation index. The reputation index is 

also utilized to aid in the qualitative selection of CSPs, 

especially when the long-term trustworthiness of a CSP is 

required for critical resource requirements.  

The reputation index of a CSP in the BIRD framework can 

be calculated by taking the product of the cumulative value 

of the trust index and the value of the QoS index such that, 

RI = n∑t=0 QI * TI            

where,  

QI = Quality-of-Service Index 

TI = Trust Index 

4.3  BIRD CONSENSUS MECHANISM 

The BIRD framework employs a consensus algorithm [52] 

to confirm the CSP-to-CSP transactions and ensure that all 

participating CSPs have the same view of the contract 

information and real-time resource information, besides 

performance information. Excluding the need of the 

intermediaries and enabling a genuinely decentralised non-

federated intercloud model is the key contribution of the 

BIRD framework. Proof-of-Work (PoW) [39] is a 

distributed consensus mechanism used in blockchain-based 

cryptocurrencies to earn the privilege to confirm 

transactions, generate new currency and create new blocks 

added to the chain. But the significant drawbacks of the 

PoW consensus mechanism which render it infeasible for 

use in the BIRD framework include: 

a) Energy Consumption: due to the bulk of 

computational power needed to test millions of 

transactions per second by ‘miner’, PoW is highly 

costly and energy intensive. 

b) Vulnerability: due to 51% attack i.e. malicious miners 

can take over 51 percent of the network’s computing 

power and can dominate the network leading to 

manipulation in the blockchain. 

Hence, the BIRD framework innovatively utilizes the 

Proof-of-Stake (PoS) [40] consensus algorithm, which 

benefits increased efficiency. Each CSP provides its proof-

of-stake in the form of its CQTR metrics, which accompany 

the resource advertisements. The higher the CQTR metric, 

the more stake a CSP exerts in the network for validating 

transactions and serving as a forger node, having the right to 

create new blocks and making modifications to the shared 

ledger. CSPs with lower stakes give way to those with 

higher stakes to enjoy privileges to act as validator nodes. 

This incentivizes CSPs offering a better quality of services 

and enjoying higher trust ratings.     

4.4  BIRD Smart Contracts 

The automated contract execution aims at selecting the most 

suited CSP among the available options. This encompasses 

multi-factor selection involving the CQTR (cost, quality-of-

service, trust and reputation) compound metric calculation 

using Analytic Hierarchy Process (AHP) [53] algorithm 

providing high-quality CSP/resource selection. AHP 

evaluates the weighted scores based on CQTR metrics of all 

corresponding CSPs. The weights assigned to each criterion 

enable customized selection of resources depending upon 

the changing needs and priorities of a CSP. Values for these 

weights vary between 0 and 1 to indicate the relative 

importance of each parameter to a CSP allowing it to rank 

prospective CSPs and select the highest rated one. Smart 

contracts get automatically executed and the top-ranking 

CSP is contacted for establishing the contract.  

4.5 BIRD Security 

Security concerns are one of the significant issues for the 

intercloud resource discovery. The various existing security 

provisions include authentication, identity management, data 

security etc. Specifically, from a resource discovery 

perspective, distributed authentication, insecure 

communication channels leading to man-in-the-middle 

attacks, malicious users and non-fulfilment of contracts 

remain major challenges. BIRD significantly addresses the 

security challenges in resource discovery within the 

intercloud environment. The summary of the security 

features provided by BIRD is provided below:  

 Computation of CQTR score is entirely automated, 

based on real-time measurements obtained by the 

performance measurement services (PMS) installed 

at each CSP and stored in an encrypted form, 

ensuring non-repudiation. Further, the calculation 

of the reputation score of a CSP does not depend 

upon assigned ratings by other CSPs. Instead, it is 

calculated automatically only after a certain 

number of successful transactions concludes. This 

prevents malicious users from acquiring reputations 

without being a part of genuine transactions.  

 Automating the reputation calculation also ensures 

that participating CSPs cannot collude to create 

artificially high reputation scores. Finally, the 

proposed scheme removes the possibility of any 

bias to creep into the reputation scores.  
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 CSPs which fail to fulfil contractual obligations 

face termination of the contract, blacklisting by 

prospective partner CSP.  

 The use of blockchain is novel and significant as it 

records all the information in the shared ledger 

maintained at each CSP and hence ensures 

authentication, immutability, non-repudiation, 

transparency and removal of dependence on 

centralized third-party for financial settlements and 

dispute resolution.  

 

5. BIRD OPERATING MODEL 

The BIRD framework encompasses a set of protocols and 

associated algorithms facilitating the CSPs to join the 

intercloud, stake claims to serve as validator nodes, send and 

receive resource advertisements, specify selection criteria, 

execute smart contracts and finally enter into the contract 

with another CSP. The details of major operations and their 

sequence within the BIRD framework are described below: 

a. JOINING & SELECTION OF CSPs:  Creating a P2P 

network of CSPs for direct communication without 

requiring a pervasive third-party need to solve two 

significant problems: CSP identification and CSP 

neighbour selection. Identification enables distinction 

between CSPs and is made by assigning each CSP a 

unique Globally Unique ID (GUID) [54] when joining 

the P2P network. Locating the ideal CSP to connect 

with means finding peers by referring to a list 

maintained by the BIRD framework that contains 

information about the already joined CSPs in the 

intercloud. The selection benchmark for a prospective 

neighbour, CSPs in BIRD, includes minimum latency 

by possibly selecting the nearest CSP. Usually, 

geographical proximity, indicative of lower 

communication latency, is the most apparent choice 

while selecting the neighbours from the list of CSPs. 

Random Landmarking used for static networks [42, 43] 

and Mobile Adhoc networks [55] are popular 

techniques for building a latency-optimized P2P 

network. BIRD makes use of this Random 

Landmarking strategy, using well-known landmark 

nodes to structure themselves into the group of peers 

that are in close physical vicinity to one another, hence 

overcoming latency issues. 

The BIRD framework performs the role of the boot 

peer, also known as bootstrapping node [56], for kick-

starting the formation of the P2P network. Subsequent 

CSPs joining the P2P network use the BIRD 

framework to obtain information about other CSPs to 

select the best neighbour to join. This is done to 

construct a P2P overlay network connecting CSPs that 

are latency optimized, i.e., the physically close CSPs 

clustered together. The joining CSP first needs to 

register with the BIRD framework. After that, it 

gathers important information regarding its 

neighbourhood (against some landmark nodes) by 

sending “Join Request”. The BIRD framework 

acknowledges the request by sending the joining peer a 

GUID (for identification) and a list of landmarked 

nodes. The joining CSP then uses this information to 

measure the distances to the temporary landmark node 

by sending ping requests to determine which 

landmarking node is it closer to. The landmark node 

provides it with a reference of one CSP already 

registered to connect to physically. The sequence 

diagram explaining the various steps of the CSP 

joining phase are shown in Fig. 5.1. 

 

FIGURE  5.1. CSP joining phase 

Consequently, the physically close CSPs are clustered 

together in the network using topology optimization in 

a non-federated ecosystem of CSPs. It is seen that, on 

average, the Random Landmarking algorithm provides 

an overlay to physical hop distance ratio of 1:1.6 for 

networks for up to 10,000 peers. As soon as a new 

node joins the network, it copies every block history 

(containing valid transactions) along with smart 

contract codes and contracts history maintained in the 

ledger of the connecting CSP. For real-time monitoring 

of CSP, BIRD performance measurement services 

(PMS) is installed on each CSP. This is an offline 

process.  

The newly entered CSP can now receive many 

Resource Advertisements (RA) and at the same time 

can send Resource Requests (RR) from/to other CSPs. 

A trusted interaction model is supported by BIRD, 

under which all the CSPs acquire a digitally signed 

certificate [57] (only one time) from the BIRD 

Framework to confirm its identity & credentials.  

b. BROADCASTING ADVERTISEMENTS (RR/RA): 
Using flooding protocol, CSPs propagate resource 

advertisements/requests to other participating CSPs 
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within the BIRD framework. PMS measures and 

records signed CQTR score for each CSP which is 

included in the RR or RA. Propagation of RR/RA 

happens within the specified time frame and in a 

supervised manner. Once the expiration of the time 

window happens, old RR/RA are discarded by CSPs to 

make sure that stale copies are not circulated within the 

network. Hence, only validated RR is added to the 

response list, which is within the specified time 

window and based upon them, the smart contract is 

invoked. Also, they are added to the response list when 

the advertising/claimant CSP’s validated RA contains 

more available resources than the other CSP requested 

and met the desired criteria. The sequence diagram for 

the steps involved in processing the advertisements and 

resource requests is shown in Fig. 5.2.  

 

FIGURE  5.2. Processing of RR/RA 

c. VALIDATOR & FORGER SELECTION: PoS 

algorithm is used in BIRD that achieves consensus by 

requiring each participating CSP to stake signed QTR 

metrics along with cost value to get a chance of being 

selected as a validator for validating RR/RA, acting as 

a forger to write blocks in the blockchain and finally 

get incentives in terms of higher reputation score. The 

incentive mechanism encourages CSPs to act as 

validators and earn higher scores to increase the 

chances of successfully entering into contracts with 

other CSPs by meeting their selection criteria. 

Validator selection within the BIRD framework 

necessitates examining the CQTR score of the claimant 

CSP and inspecting the global selection cycle of 

validators. Weights are adjusted for each selection 

cycle to randomize validator selection. Each validator-

CSP is selected by comparing the QTR values and cost 

metric amongst the various CSP claimants and finally 

adding the selected validators to the validator list 

maintained by the BIRD framework.  The newly added 

validator in the list is propagated to all the other 

validators so that all CSPs have the same information. 

Fig.5.3 presents the sequence of steps involved in 

validator & forger selection.   

 

FIGURE  5.3. Validator & Forger selection 

BIRD also provides a unique feature of randomizing 

validator selection to remove duplicates by merging 

the validator lists created and ensuring that about 75% 

of the old validators are removed from the current 

validator list and only the new one or top-ranked ones 

are added to the validator list at any time. Randomizing 

of weights is done within each selection cycle for 

selecting validators, making it non-deterministic. In 

contrast, the deterministic approach forger selection 

uses a round-robin mechanism within the validator 

chosen list. After a pre-determined time, the forger 

selection cycle is executed, which selects a single 

forger from the validator list to ensure fairness, letting 

each CSP be selected deterministically from within the 

validator list.   

d. VERIFICATION: BIRD performs verification of 

advertisements (RR/RA) which are required for future 

contract settlements between CSPs. The verification of 

advertisements broadcasted over the network are 

required to be verified by validator-CSPs and are done 

as follows:  
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a) The validity of the digital certificate and 

GUID for each CSP is ascertained by using 

the verification service provided by BIRD to 

ensure their credibility, preventing malicious 

peers from participating in BIRD framework. 

b) To check whether the resource advertisement 

(RA) issuing CSP has the required number of 

resources as stated in the advertisement. This 

is done by checking the last valid resource 

transaction involving that particular CSP by 

performing a ledger lookup and retrieving the 

current resource balance for that CSP. If there 

exists a resource mismatch, the advertising 

CSP is placed on the blacklist to prevent it 

from participating in future contracts.   

e. SMART CONTRACT EXECUTION: Once the 

validator-CSPs verify RA/RRs issued by CSPs, they 

are then propagated to other validators and 

subsequently to the rest of the intercloud network. 

Multi-factor selection or decision-making is provided 

by BIRD that involves the CQTR compound metric 

calculation using Analytic Hierarchy Process (AHP) 

algorithm. AHP is a leading approach in multi-criteria 

decision making that divides the objective or goal 

(high-quality CSP selection), available criteria (CQTR 

metrics) and available alternatives (CSP1.....CSPN) 

into a hierarchical structure as shown in Fig. 5.4. It is a 

useful decision support tool that provides a 

comprehensive and rational framework for structuring 

a decision-making problem.  

Prospective CSPs receive the validated RA/RRs from 

various CSPs. Once the highest-ranking CSP is 

selected by using the AHP algorithm involving CQTR 

metrics, the “Request for Contract” from the requesting 

CSP and “Expression of Interest” from the responding 

CSP gets implemented automatically, which is done 

through the execution of their specific smart contracts. 

 

 

FIGURE 5.4. AHP hierarchy for high quality CSP selection 
in BIRD 

Contracts are triggered between CSPs and help in 

exchanging resources. After the contract has been 

established between the contracting CSP and the 

contracted CSP, the contract information is broadcast 

over the network to inform all the validators. Fig. 5.5 

explains the algorithm used for smart contract 

execution using AHP that involves mainly the 

following steps: 

 Evaluate all the responses received from various 

CSPs and determine the relative importance of 

alternatives concerning criteria for CQTR values 

by applying weights 

 Generate a pair-wise comparison matrix for each 

criterion by developing a matrix containing pair-

wise comparisons of alternatives and goals on each 

criterion 

 Normalizing the matrix by dividing each entry by 

the sum of the column to get the appropriate 

weights and corresponding ranking 

 Calculate the weighted average ranking for each 

alternative and finally selecting the one with the 

highest rank  

smartContract (responseList) //while responses RR 

received from CSPs have been validated 

1:  while (isvalidated(responseList.getRR())) 

2:  addToList(RR, validatedResponseList) 

3:  FOR each RR in validatedResponseList  

//Determine relative importance of alternatives with 

respect to defined criteria using scale of relative 

importance of weights ranging between 0 and1for the 

CQTR values contained in each RR 

4:  RR = validatedResponseList.getRR()  

5: weightedRR = 

RR.applyWeights(mySelectionWeightsList) 

6: addToWeightedRRList (weightedRR, 

weightedRRList) 

7:   END FOR 

8: compMatrix = 

generatePairWiseComparisonMatrix(weightedRRList) 

// calculate sum and normalized priority both for 

alternatives mapped with criteria and criteria mapped 

with goal  

9: compMatrix.computeColumnSum() 

10: compMatrix.performNormalization() 

 // calculate final priority by multiplying the weights 

score evaluated for criteria with all alternatives and 

summing the total score for each alternative 

11: compMatrix.computeAlternatives(mySelection 

WeightsList, altWeightsList) //Rank the resource 

responses RRs from different CSPs after applying 

multi-factor optimization 

12: rankList = compMatrix.rank() 

//Initiate contract establishment with top ranked CSP 

13: while (SUCCESS != TRUE) 

14: topCSP = rankList.getCSP() 
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15: SUCCESS = invokeSmartContract(topCSP, 

contractTerms); 

16:   contracting CSP = this.CSP 

17:  contractedCSP = topCSP 

18:  END while  

   //propagate the contract information to all validators  

19:   Bird.informValidators(contractingCSP, 

contractedCSP, contractTerms);  

20: END while 

FIGURE 5.5. Smart contract execution using AHP algorithm 

5.6 BLOCK CREATION: Forgers are finally 

accountable for creating a valid hashed block that 

records the contract details and writing it to the 

blockchain-based shared ledger. Two blocks may be 

created at the same time by the validators that contain 

similar recorded transactions. Still, only one block is 

added to the blockchain as they are routed to the 

forger, responsible for managing duplicates. Each 

block generated by the Forger-CSP is added to the 

blockchain-based shared ledger and propagated to the 

other CSPs. Thus, each CSP now shares a common 

view of the CSP-to-CSP transactions through the 

shared ledger. Information regarding successful 

completion and partial completion of contracts (due 

to technical or other challenges on the CSP side) is 

also recorded in the blocks and added to the 

blockchain shared amongst the CSPs. This 

information forms the basis for future resource 

selection and contract finalisation.  

Fig.5.6 explains the sequence of steps for the final 

block creation and addition in BIRD. Searching for a 

specific block (containing the valid contract 

information) required by a Non-Forger CSP involves 

traversing all the blocks in the blockchain until a 

specific block is reached and hence the total time 

complexity involved is O (n2), where n is the number 

of blocks with each block containing n transactions. It 

thus involves both block search and then transaction 

search containing contract information. 

 

FIGURE 5.6. Addition of new block in shared ledger in BIRD 
Framework 

6. RESULTS 

The feasibility of the BIRD framework has been validated 

using a custom simulator.  There are very few blockchain 

simulators that are available such as SimBlock [58], Bitcore 

[59], Tierion [60] etc., but these simulate crypto-currency 

based applications primarily. There are no generic 

blockchain simulators available that allow simulation of 

blockchain-as-a-service, necessitating the use of a custom 

simulator that would enable the modelling of CSP-CSP 

transactions and underlying blockchain protocols. The 

simulation was performed on a Dell Workstation, which has 

the following configuration parameters as listed in Table 

VII. 
TABLE VII 

 CONFIGURATION PARAMETERS OF DELL WORKSTATION 

Name Configuration 

Model Dell T5500 Workstation 

Processor Intel Xeon Processor 

Operating System Red Hat Enterprise Linux WS v.5 

GPU `NVIDIA Tesla C1060 

Hard Drive SATA 3.0GB/s 7200 RPM with 16MB 

DataBurst Cache™ 1.5TB 

Memory 16 GB 

Graphics NVIDIA Quadro 5000 

Chipset Intel 5520 

 

The simulation parameters are described in Table VIII 

below: 
TABLE VIII 

 SIMULATION PARAMETERS 

Parameters 
Value/Range 

Number of CSP Nodes 100-500 

Number of Validators 10-50 

Number of Transactions 1000-5000 



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2021.3131515, IEEE
Access

  M. Sharma et al.: Preparation of Papers for IEEE Access (February 2021) 

 

18 

 

Validation Time Window 30 seconds 

Validator Invalidation Interval 1 hour 

Block Size 1MB 

Validator Selection Window 1 minute 

Consensus Algorithm Proof-of-Stake 

The class diagram for the BIRD simulator is shown in Fig. 

6.1.  

 

FIGURE 6.1. BIRD simulator classes 

6.1 START-UP TIME 

The start-up performance of the BIRD framework depends 

upon the number of participating CSPs. This experiment 

measures the start-up time for the entire BIRD framework 

comprising up to 500 CSPs. Start-up time includes the 

bootstrapping time of individual CSPs, using Random 

Landmarking scheme to self-organise, join time of each CSP 

and the initial blockchain set-up time (that includes 

establishing smart contract codes, cryptographic keys to be 

distributed among various participants) etc. With the 

increasing number of CSPs, there is a growth in the start-up 

time which starts out linearly and later flattens out for new 

peers as they are able to discover peers faster and in their 

vicinity. As can be seen from Fig.6.2, with the increasing 

number of participating CSPs the average start-up time per 

CSP reduces from 1.8 seconds (100 CSPs) to 0.84 seconds 

(500 CSPs). Total start-up time varies from 180 seconds 

(100 CSPs) to 420 seconds (500 CSPs)  

 

FIGURE 6.2. BIRD Start-up time 

6.2 VALIDATOR SELECTION 

Selection of validators required for validating the 

transactions, including RAs/RRs, involves the comparison 

of CQTR values of prospective CSPs through a network-

wide contention process. Each CSP can potentially put forth 

its stake by sharing its CQTR value. The CSP with the lower 

CQTR value drops out of contention after comparison, while 

the victor CSP’s CQTR value is forwarded for further 

comparison. The comparisons continue until the required 

number of validators remains. In this experiment, the 

validator selection time is measured for a fixed and varying 

number of CSPs. As shown from Fig.6.3(a), the time 

required to select ten validators from 500 CSPs takes 300 

ms, while selecting 50 validators takes 190 ms. Results 

clearly show that the selection time for selecting more 

validators is less as the algorithm converges after fewer 

comparisons. When selecting fewer numbers of validators, 

more CQTR comparisons and packet transmissions take 

place to arrive at a global consensus.  
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FIGURE 6.3(a). Validator Selection Time (VST) with fixed CSPs & varying 
validators 

Fig. 6.3 (b) depicts the measurements taken for varying 

numbers of CSPs ranging from 100-500, and the selection 

time for selecting 10-50 validators was calculated. For 

instance, the time required to select ten validators from 100 

CSP is 220 ms which is more than the 110 ms for selecting 

50 validators. Similarly, selecting ten validators from 500 

CSPs requires more comparisons than selecting 50 

validators resulting in a time increase from 170msec (50 

validators) to 290msec (10 validators).  

 

FIGURE 6.3(b). Validator Selection Time (VST) for varying validators with 
varying CSPs 

6.3  VALIDATION TIME 

Validation involves verification of resource advertisements 

and resource requests required for future contract 

establishments between CSPs. Hence, it is important to 

measure the number of validators concerning the number of 

CSPs on the validation time for the varying number of 

RAs/RRs. The following sets of operations are involved in 

calculating the validation time: 

1. Verification of the digitally signed self-certificate and 

GUID generated by individual CSP 

2. Checking whether the CSP which is issuing resource 

advertisement (RA) has the required number of 

resources 

3. Searching within the blockchain by traversing the 

blocks and looking up for the transactions already 

added to check for CSPs trust and reputation. 

In Fig. 6.4 (a) the number of CSPs was kept fixed (500) 

and the number of validators varied from 10-50, for which 

the validation time was calculated. By looking at the results, 

we can say that when the number of validators is increased 

with the fixed number of CSPs, the average RA/RR 

validation time decreases from 37 seconds with ten 

validators for 3000 RR/RA’s to 20 seconds with 50 

validators for 3000 RR/RA’s. This is responsible for 

increasing the throughput of the system as a huge number of 

transactions can be validated faster, resulting in higher 

system throughput. 

 

FIGURE 6.4(a). Validation Time (VT) for fixed CSPs (500) & varying 
validators   

In the results from the second experiment, as shown in 

Fig.6.4 (b), the validation time was calculated for varying 

numbers of CSPs while the validators were kept fixed. As 

the population of CSPs increases while keeping the number 

of validators fixed, RA/RR validation time increases 

(14seconds with 100 CSPs for 3000 RR/RA’s to 39seconds 

with 300 CSPs for 3000 RR/RA’s).  

 

FIGURE 6.4(b). Validation Time (VT) with varying CSPs & fixed validators 
(30) 
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6.4  AVERAGE CONTRACT ESTABLISHMENT 

TIME  

The contract establishment between CSPs involves the 

following steps: 

1. Sending of RA/RR over the BIRD network 

2. Receiving responses from multiple CSPs 

3. Validation time required to validate the received 

responses  

4. Selecting the best-fit CSP based on AHP algorithm 

5. Smart contract execution 

The experiment was carried out for a total of 5000 

transactions flooded by 500 CSPs with 50 validators. As 

shown in Fig.6.5, while the number of transactions increases 

from 1000 to 5000, there is a significant increase in the 

average contract establishment time. It is because of the 

larger number of transactions that need to be validated and 

the time required by the validators to access the blockchain 

and verify the resources as claimed by CSPs goes up. The 

longer the blockchain, the lookup time increases 

proportionately, although the use of compound CQTR 

values with moving averages ensures that only one last 

transaction of the CSP needs to be looked up to determine 

the compound CQTR score and associated resource balance 

for a CSP. 

 

FIGURE  6.5. Average contract establishment for varying number of 
RR/RA & fixed number of CSPs and validators 

6.5  BLOCK CREATION TIME 

After the contract is finalized between the contracting and 

contracted CSP, the contract information is forwarded by 

any validator from the list to the forger and inform all the 

other set of validators. The forger writes the block of 

transactions to a previously created current block (if space is 

available) or creates a new block of transactions. The newly 

added block or the updated block is propagated until all 

validators and CSPs have the same copy. Fig.6.6 shows the 

new block creation time for an inter-cloud of 500 CSPs and 

a varying number of validators. The block creation time 

with 10 validators is 1.8 seconds, whereas with 50 

validators, it is 5.5 seconds.  

 

FIGURE 6.6. Block creation time 

6.6         BLOCK PROPAGATION TIME 

The propagation of blocks over the network happens in a 

P2P fashion, wherein each node propagates the block to the 

other set of nodes. The time needed to propagate the blocks 

depends upon the size of the inter-cloud, the number of 

validators and to a small extent on the size of the block 

itself. Once the block is created and written by the forger, it 

must be propagated to the other CSP nodes in the network. 

Fig.6.7 summarizes the result for the block propagation time 

for 500 CSPs and 50 validators. For different block 

combinations, the block propagation time varies. As seen for 

200 CSPs, the block propagation time for three different 

block sizes ranges from 13 to 20 seconds. Hence, can be 

concluded that smaller block gets propagated faster than 

larger blocks.  

 

FIGURE 6.7. Block propagation time 

6.7  LATENCY AND THROUGHPUT 

The performance of the BIRD framework is measured in 

terms of latency and throughput (for RA/RR), considering 

the fixed number of CSPs over a period of 1 hour. Latency 

involves the time required to discover the validators and 

receive the resource responses. In contrast, throughput 

involves the number of transactions validated by validators 

and written to the block by the forger. In the first scenario, 

500 CSPs were considered and the number of validators 

varied. A total of 1000 transactions were initiated. BIRD 

achieves the best latency and throughput figures when the 

number of validators selected is 50 as can be seen in Fig6.8 

(a) and Fig.6.8 (b) for a fixed number of CSPs. 
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FIGURE 6.8(a). BIRD average latency for fixed CSPs 

 

FIGURE 6.8(b). BIRD throughput for fixed CSPs 

7. CONCLUSIONS AND FUTURE WORK 

This paper proposes a resource discovery framework based 

on the P2P approach for the non-federated intercloud 

environment, which utilizes blockchain to enable CSP-to-

CSP interactions facilitating collaboration and resource 

utilization without relying on a trusted third party. The 

framework addresses an important gap in the intercloud 

domain as specified by the GICTF[5]. The use of blockchain 

to record transactional details emanating from CSP-CSP 

interactions and smart contracts for automating contract 

establishment among CSPs has not been proposed in the 

existing literature. Hence, the proposed framework is novel. 

The major contributions of this research paper using the 

BIRD framework are summarized below: 

 Overlay topology optimization of P2P network 

comprising CSPs to reduce mean latency for the 

intercloud. 

 Qualitative selection among prospective partner CSPs 

using multi-factor optimization and fine-grained 

control mechanisms 

 Automated computation of CQTR metrics for each 

CSP removing chances of misinformation, biases in 

computing trust and reputation and preventing 

collusion among malicious CSPs.  

 Application of blockchain concept for securely 

tracking resource related information, recording 

transactions, providing immutability, transparency and 

overall security. 

A detailed design of the framework has been proposed, 

and simulation results establish the viability of the proposed 

framework. Based on early results, it can be concluded that 

the blockchain concept applies to the non-federated 

intercloud model with high relevance and success. The 

present work details all aspects of resource discovery within 

the intercloud environment with optimal strategies and 

mechanisms to discover the resources effectively and 

efficiently.  

Future work shall involve: 

 Devising a comprehensive quality-of-service 

framework that enables performant resource 

provisioning in the face of faults and network 

reconfigurations.  
 Predictive analytics is an excellent fit for the non-

federated intercloud resource discovery model leading 

to just-in-time resource provisioning. CSPs can use 

historical resource requests and deep learning-based AI 

techniques to predict resource requirements and 

periods when their resources fetch a premium in the 

marketplace, leading to increased revenue generation. 

Building intelligence into the blockchain itself can 

make the overall system more performant. The 

blockchain can then optimize itself to deliver higher 

levels of service guarantees to the overlying CSPs. For 

instance, an elastic blockchain might optimize the 

number of validators and forgers required based on the 

transactional load on the system and the total number 

of CSPs. It can also maintain separate blocks 

containing references to CSPs engaged in frequent 

transactions to dramatically improve the performance 

of blockchain lookups and significantly improve 

validation time. Thus, a customized blockchain 

delivering a comprehensive resource-discovery-as-a-

service for the intercloud domain is entirely feasible in 

the future. The next-generation of intercloud resource 

discovery models can be expected to be characterized 

by increased intelligence and be autonomous to a large 

extent. 

 Real-world deployment and performance 

benchmarking to drive further optimization and 

analyzing the variant operations incorporated in the 

framework.  
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