
Citation: Adjin-Tettey, Theodora

Dame, Tigere Muringa, Samuel Danso,

and Siphumelele Zondi. 2024. The

Role of Artificial Intelligence in

Contemporary Journalism Practice in

Two African Countries. Journalism and

Media 5: 846–860. https://doi.org/

10.3390/journalmedia5030054

Academic Editors: Mathias

Felipe De-Lima-Santos and Adeola

Abdulateef Elega

Received: 16 May 2024

Revised: 20 June 2024

Accepted: 26 June 2024

Published: 28 June 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

The Role of Artificial Intelligence in Contemporary Journalism
Practice in Two African Countries
Theodora Dame Adjin-Tettey 1 , Tigere Muringa 2 , Samuel Danso 3,* and Siphumelele Zondi 1

1 Department of Media, Language and Communication, Durban University of Technology,
Durban 4000, South Africa; theodoraa@dut.ac.za (T.D.A.-T.); bhekaniz1@dut.ac.za (S.Z.)

2 M&G Research Pty Ltd., Durban 4001, South Africa; tigerem589@gmail.com
3 Faculty of Journalism and Media Studies, University of Media, Arts and Communication,

Accra GP 667, Ghana
* Correspondence: samuelkd2014@gmail.com

Abstract: Contemporary discussions about the application of artificial intelligence in newsrooms are
commonplace because of the unique opportunities it presents for news media. This study investigated
the intricate relationship between journalism and AI with the broad research question: How are
journalists adopting AI technologies and what challenges and opportunities do such technologies
present to them? Eighteen journalists practising in Ghana and South Africa were interviewed through
qualitative research techniques. Transcribed interview data were analysed thematically using the
data analysis method proposed by Charmaz. The findings were that most newsrooms in the two
countries have not formally incorporated AI tools into newsroom practices. However, journalists
use AI tools at their discretion in a non-complex manner, such as transcription, research, generating
story ideas, and fact-checking. Practical limitations to the formal integration of AI technology into
newsroom operations include cost, language barrier, and aversion to change. Although participants
recognised the advantages of employing AI for newsroom tasks, they were also concerned about the
ethical quandaries of misinformation, improper attribution, and intellectual property. Participants
also thought that fact-checking and mindfulness regarding ethical usage might increase ethical AI
usage in newsrooms. This study adds an important perspective on AI’s role in African journalism,
addressing the obstacles and ethics concerns.
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1. Introduction

Artificial intelligence (AI) refers to a broad range of technologies that are primarily
focused on machine learning (ML) and its subfield, deep learning, as well as various forms
of natural language processing (NLP). These technologies are often built upon ML tech-
niques, as they involve a computer programme or system that learns from examples, data,
and experience with algorithms trained on large amounts of data, ultimately improving
performance over time on a narrowly defined task (Beckett 2019; Simon 2024).

AI programmes and systems do not do everything. By their design, they are limited in
what they can do (Diakopoulos 2019). Journalism AI (2022) discusses AI as an assortment
of concepts, methods, and tools related to the ability of a computer system to carry out
operations that would typically call for the human intellect. AI in practice includes a wide
range of tools and methods that address a variety of rather specific jobs and issues at varying
degrees of complexity, autonomy, and abstraction (Lewis and Simon 2023). Consequently,
AI, in journalism practice, refers to the broad use of algorithms and automation by news
organisations, typically to improve the efficiency of journalists’ jobs or to provide consumers
with more relevant material (Journalism AI 2022).

AI adoption in newsrooms can be as simple as transcribing audio interviews to text or
as complex as detecting fake videos or photos. Higher domains of AI use in newsrooms

Journal. Media 2024, 5, 846–860. https://doi.org/10.3390/journalmedia5030054 https://www.mdpi.com/journal/journalmedia

https://doi.org/10.3390/journalmedia5030054
https://doi.org/10.3390/journalmedia5030054
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/journalmedia
https://www.mdpi.com
https://orcid.org/0000-0002-3160-9607
https://orcid.org/0000-0003-3773-4959
https://orcid.org/0000-0002-9396-2107
https://doi.org/10.3390/journalmedia5030054
https://www.mdpi.com/journal/journalmedia
https://www.mdpi.com/article/10.3390/journalmedia5030054?type=check_update&version=1


Journal. Media 2024, 5 847

can be observed, such as the Associated Press’ usage of AI to generate automated earn-
ings reports, which significantly increased its reporting capacity; and Reuters’ usage of
Lynx Insight, which is skilled at sifting through large amounts of data, such as financial
reports and social media trends, to detect patterns and emerging trends that might hold
newsworthy value but may not be immediately obvious (Amponsah and Atianashie 2024).

While AI has been with us for many decades, contemporary discussions around AI
use in newsrooms have become rife due to how it is transforming the media consumption
behaviours of audiences and the opportunities it presents for journalism, including increas-
ing the efficacy of the production and distribution of news (Simon 2024), automating news
production (Hutton 2019), optimising audience engagement and understanding audience
preferences (Schmidt 2019; Gajtkowski 2012), as illustrated above, as well as using it for
complex fact-checking and verification (Liu 2020).

1.1. Problem Statement

The creation, production, and distribution of news products and services have been
significantly disrupted by technologically driven approaches in recent years, exposing
the value of AI as a tool that can help society address a variety of issues, including the
challenges that the news industry faces (de-Lima-Santos and Ceron 2021). However, AI-
based news production practices are still relatively new in Africa. There is also a dearth of
empirical evidence of how AI is being deployed in newsrooms in Africa (Munoriyarwa et al.
2023) and how journalists and newsrooms negotiate the ethical landscape. The few studies
that have been conducted were mainly situated in southern Africa (Munoriyarwa et al.
2023; Munoriyarwa and Chiumbu 2024; Makwambeni et al. 2023) and East Africa (Dralega
2023a; Selnes et al. 2023), with few studies comparing uptake across different sub-Saharan
African contexts. The closely related comparative study by Dralega (2023b) explored the
national AI strategies and policies in four sub-Saharan African countries—Mauritius, South
Africa, Ghana, and Gabon—and how they could potentially influence the adoption of AI in
journalism, without delving into how media organisations are adapting to AI technologies,
or their challenges and how they negotiate them.

Further, studies have generally explored how AI is being deployed in news production,
journalists’ perceptions of AI deployment, and how AI is used for fact-checking, without
considering the ethical dimensions of AI usage in newsrooms.

This study hence makes the much-needed contribution to the body of knowledge
by providing evidence of how journalists in two African countries—Ghana and South
Africa—are adopting AI technologies in their routines and practices in order to particularly
understand the fundamental changes in journalism practices brought about by AI from the
perspective of journalists and news editors, as well as the opportunities and challenges that
journalists face in adjusting to AI technologies and how they negotiate the ethical landscape
when using AI algorithms for decision-making processes. Our broad research question is:
How are journalists adopting AI technologies and what challenges and opportunities do
such technologies present to them?

1.2. Sub-Research Questions

The following sub-research questions are explored in the study:

1. What are the ethical challenges associated with the use of AI in journalism practice?
2. What strategies and best practices do journalists and media organisations employ to

mitigate the ethical challenges associated with AI-driven tools for journalistic work?
3. What opinions do journalists have about AI’s potential implications for job displace-

ment and other future outlooks on how AI will affect journalism?

2. Literature Review
2.1. Conceptualising AI, News Production, and Newsroom Routines

In the 1950s, AI was defined as the science that allowed robots to behave like humans
(Russell and Norvig 2019). Beckett (2019) describes AI as a combination of concepts,
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tools, and approaches that enable computer systems and software to perform intellect-
intensive activities. They encompass autonomous cognitive technologies that learn from
prior experiences to do these tasks. The term’s broadness and vagueness contribute to
scepticism and opposition, as does AI’s likeness to human intelligence (Noain-Sánchez
2022). AI includes ML, both supervised and unsupervised, and NLP, each having distinct
capabilities.

The two types of AI commonly used across varying fields are computational and
symbolic intelligence (Shi 2019). Symbolic AI refers to the deliberate incorporation of
human behaviour patterns and knowledge into computer programmes (Dickson 2019),
while computational intelligence is the ability of a computer to learn a particular task from
data or experimental observation to produce answers for many real-life issues (Shakeel
et al. 2021). Newsrooms use both symbolic and computational intelligence.

The conceptual complexity of AI is evident in the diverse terminology used in journal-
ism (Noain-Sánchez 2022; Taddeo and Floridi 2018). Automated journalism, or algorithm
journalism, refers to content creation by algorithms, defined as the semi-automated crafting
of text from data (Dörr 2016). This process involves selecting data, assessing its relevance,
organising it semantically, and publishing the content. Additionally, terms like robot jour-
nalism, augmented journalism, computational journalism, and machine-written journalism
have emerged, each reflecting different aspects of AI’s application in news production
(Vállez and Codina 2018). Additionally, concepts like exo-journalism and artificial jour-
nalism further diversify the terminology. Scholars also relate AI in journalism to data
journalism, highlighting the data-driven aspect of content creation (Parasie and Dagiral
2012).

In 2009, Latar and Nordfors highlighted AI’s potential impact on newsrooms, a notion
realised by 2013 when the Associated Press started using Automated Insights’ technology
for generating sports narratives and financial reports (Noain-Sánchez 2022). This move
marked a significant step in addressing the challenges of news coverage and operational
limitations in journalism. Following the Associated Press, other news organisations like
France Press and Reuters expanded their news production using algorithms, while outlets
like the Los Angeles Times introduced news-writing bots (Túñez-López et al. 2021). These
developments illustrate AI’s growing role in enhancing media operations and offering
competitive advantages across various stages of news production.

2.2. News Media Organisations and AI Adaptation

The literature concerning the adaptation of AI by news media organisations converge
on several critical themes, highlighting AI’s transformative impact on the journalistic land-
scape. Central to these discussions is the imperative for media organisations to prioritise
training and education in AI, enabling journalists to navigate the evolving technological
terrain and capitalise on AI’s capabilities. The significant impact of AI on media stories
makes it imperative for media professionals to understand how to successfully use new
technologies and adapt to these technological advances (Sun et al. 2020). Ufarte-Ruiz
et al. (2023) have also argued that the changing dynamics of the press and the rise of
AI-driven synthetic media means that journalists need to change their jobs and acquire
intense training in AI to ensure they remain an essential part of the news creation process.

In newsroom practices, there is evidence of how AI can help in content creation (Túñez-
López et al. 2021), the more accurate and quick detection of fake news (Setiawan et al. 2021),
and the personalisation of content and audience interaction (Wang and Li 2022). Calvo
Rubio et al. (2024) indicate that the emergence of AI models and tools has significantly
altered how the journalism profession is perceived and practiced, changing the production
of content and the knowledge required by professionals. Considering the many potential
benefits AI presents to newsroom routines and the media business itself, de-Lima-Santos
and Ceron (2021) suggest that AI be strategically added to media operations while ensuring
a fair balance with ethical practices. There are also arguments for the adaptation of AI to
business structures to generate new ideas, improve media businesses, remain competitive,
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and strategically ensure growth and innovation (Chan-Olmsted 2019; Túñez-López et al.
2021).

Kuo (2023) argues that innovative methods to integrate AI into journalistic work are
needed and encourages journalists to learn more about AI to handle the challenges and
possibilities that come with it. This view was also shared by Sukhodolov et al. (2019)
and Horska (2020), who discussed the importance of using AI’s promise for advanced,
data-driven news and to deal with the ethical and professional problems that attend to its
usage.

The adoption of artificial intelligence in newsrooms is mostly motivated by the quest
for efficiency and the need to match changing customer expectations (Kioko et al. 2022;
Manisha and Acharya 2023). However, overall, the literature supports the idea that media
companies should spend money on AI training and education to give writers more power.
This investment makes it easier to use AI to improve stories and keep audiences interested
and ensures that AI is used in a way that does not violate any ethics. The central argument
from the literature is that the media should be more open to using AI, but they need to
be willing to keep learning and changing to keep up with how technology and news are
evolving.

2.3. Ethical Dimensions of the Use of AI in Newsrooms

While AI use in newsrooms is primarily driven by the desire to meet evolving client
expectations and maximise efficiency, this drive for efficiency has to be matched with
ethical concerns to ensure that the pursuit of simplified operations does not undermine the
integrity of journalism or lead to the abandonment of ethical reporting standards (Kioko
et al. 2022; Manisha and Acharya 2023).

The ethical aspects of using AI in newsrooms involve a wide range of factors, such as
bias, accountability, openness, and motives for adopting the technology, as well as its usage
in the creation and dissemination of media and the expectation of increased efficiency. In
terms of bias, studies have shown that AI can maintain or even magnify pre-existing biases
if it is not properly handled, requiring ethical norms that prohibit discriminatory results
and guarantee that news information is represented in a balanced manner (Du and Xie
2021; Jobin et al. 2019).

Kim and Lee (2020) and Brendel et al. (2021) argued for transparency and accountabil-
ity as critical ethical requirements of AI technologies. They submitted that AI algorithms
and decision-making processes used in journalism must be transparent to lead to public
confidence and accountability, which are requirements in journalism. Hence, to facilitate
scrutiny and ethical review, news organisations should declare their usage of AI and its
influence on the development and dissemination of information (Kim and Lee 2020; Brendel
et al. 2021).

Additionally, while AI technologies provide considerable advantages in terms of
productivity and audience engagement, the expectations that AI will offer efficiency in
newsrooms have finally been met with a plea for cautious optimism (Dierickx and Lindén
2023). Research conducted by academics such as Taddeo and Floridi (2018) and Dierickx and
Lindén (2023) advocates for a more balanced approach, in which AI is used in journalism
as a tool to supplement rather than replace human judgement. However, even when AI
is used to supplement human judgement as well as work newsroom routines, scholars
emphasise how important it is to respect ethical norms and journalistic ideals.

From the outset, adapting AI to newsroom practices calls for a thorough plan that
considers the development of unbiased and transparent AI systems, the maintenance
of journalistic accountability, and the careful balancing of efficiency benefits and ethical
obligations. As the media landscape continues to change due to advancements in AI,
the ethical management of these technologies will be crucial in determining the future of
journalism.
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3. Materials and Methods
3.1. Approach

The qualitative research approach was used for this study. Creswell (2014) indicates
that a qualitative research approach is suitable when exploring a phenomenon with limited
existing research. The choice of the qualitative approach was motivated by the paucity of
existing research on using AI in modern journalism in Ghana and South Africa.

The choice of the two countries was informed by the fact that South Africa leads the
continent in AI adoption with a robust ecosystem of more than 726 companies in South
Africa integrating AI solutions into their operations or developing new solutions using AI
(Jaldi 2023), while Amegadzie et al. (2021) argue that there is an upspring of the adoption
of AI in Ghana, which is widely reflected in its education, agriculture, security, banking,
and health systems. Additionally, both countries have a vibrant media with constitutional
provisions and RTI laws that allow journalism to thrive (Adjin-Tettey 2023; Yeboah-Banin
and Adjin-Tettey 2023; Wasserman 2020), including employing artificial intelligence to
enhance journalism practice.

3.2. Instrumentation, Sampling, and Sampling Size

The semi-structured interview guide was used for data collection. It was settled on
because it provides a flexible framework for the conduction of interviews (Braun and
Clarke 2019). The developed semi-structured interview guide was aided by the literature
and the research objectives of the study. A total of eighteen journalists from South Africa
and Ghana—nine participants from each country—were purposively selected based on
their knowledge, expertise, and/or pertinent knowledge regarding the research subject
(Bryman 2016). Omona (2013) points out that purposive sampling is the prevailing method
in qualitative research. Participants were purposively sampled based on the following
criteria: the participant had to be a reporter, news editor, producer, presenter, or media
manager, and they had to have been actively practising journalism for at least five years.

3.3. Data Collection and Ethical Adherence

The interviews were conducted between March and May 2024, using phone and video
conferencing where it was practical and available. Scholars advocate for the use of telephone
interviews as a viable option for qualitative research (Holt 2010; Ward et al. 2015), with
some arguing that they offer certain methodological advantages, such as convenience, cost-
effectiveness, and higher response rate, over in-person interviews (Cachia and Millward
2011). All interviews were conducted in English and lasted approximately 30 min on
average. To ensure standardisation, the identities of interviewees were anonymized, and
any mentioned names were also concealed. Oral informed consent was obtained from all
participants. The Table 1 below provides details of the participants that were interviewed:

Table 1. Profile of participants.

Code Assigned Designation

Int 1 TV news editor, Ghana
Int 2 Broadcast journalist and news anchor, Ghana
Int 3 Broadcast journalist and reporter, Ghana
Int 4 Broadcast journalist and news anchor, Ghana
Int 5 Broadcast journalist, Ghana
Int 6 Journalist, Ghana
Int 7 News reporter and producer, Ghana
Int 8 News anchor and editor, Ghana
Int 9 Senior broadcast journalist and morning show host, Ghana

Int 10 News reporter, South Africa
Int 11 TV news anchor, South Africa
Int 12 Producer, South Africa
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Table 1. Cont.

Code Assigned Designation

Int 13 Journalists and social media manager, South Africa
Int 14 Tech journalist, South Africa
Int 15 Executive producer, South Africa
Int 16 Editor, South Africa
Int 17 Newsreader/compiler, South Africa
Int 18 Producer, South Africa

Participants selected for the study included news editors, reporters, and producers. It
must also be noted that participants who were news anchors also doubled as field reporters
and sometimes producers of political or social programmes. Participants’ schedules, roles,
and daily routines, therefore, allowed them to use AI tools as long as they wanted. Further,
all participants had been practising for no less than five years. The intent to purposively
sample such participants was because they were likely to have gained enough experience
to familiarise themselves with how their newsrooms and colleagues (on an individual level)
are using AI tools for journalistic work.

3.4. Data Analysis

The data obtained were analysed using the data analysis method proposed by Char-
maz (2014), which involves collecting and analysing qualitative data simultaneously to
identify different themes and their relationships. During this process, we performed three
coding analyses: first, open coding, which enabled us to identify emerging concepts; sec-
ond, focused coding to detect patterns in the interviews; and third, axial coding seeking
consistency and associations between the established categories. The findings of this study
are entirely derived from the informants’ experiences and are free from any influence of
the researcher’s biases.

3.5. Validity and Reliability

Mikkonen and Kääriäinen (2020) indicate that assessing the credibility and depend-
ability of data in qualitative research is essential. To establish credibility, participants
were encouraged to share their experiences candidly. Although questions and follow-up
questions varied depending on the direction of the conversations, the same thematic areas
were covered in all the interviews to ensure dependability.

None of the researchers had a personal relationship with the participants, nor with
the media houses they represent. Data obtained from participants were objectively coded
and thematically analysed by each of the researchers and notes were later compared before
final data analysis and interpretations were conducted.

4. Results
4.1. AI Use in Newsrooms—Limited Formal Integration in Newsrooms

The responses from the interview participants from Ghana and South Africa show that
the use of AI in newsrooms across Ghana and South Africa exhibits a pattern of limited and
informal adoption. Additionally, the newsrooms that the journalists are employed in have
not held official discussions about the application of AI or the ethical implications of its use
in newsroom routines. Evidence from the data revealed that AI tools, such as ChatGPT,
Grammarly, and Otter Ai, are mainly used at the discretion of the individual journalist more
than being systematically integrated into the operations of the media organisation. Just
one journalist mentioned Canva AI, which is an AI tool for design. The individual-centred
approach to adopting and using AI shows a huge gap in the formal policy and training
regarding AI technologies in journalism practices. The interview responses below capture
the essence and provide context to the theme.

Most participants from Ghana and South Africa demonstrated a commendable adapt-
ability to AI, using it primarily for fact-checking and research. Some participants, for
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instance, highlighted their use of AI like ChatGPT for fact-checking, developing story
ideas, and researching. While they did not rely extensively on AI for news gathering,
their individual-level usage showcased their ability to leverage technology for professional
purposes. However, the nature of AI technologies is such that the language of the broadcast
of the media organisation sometimes deprives journalists of using even the most basic of
such technologies, such as transcription tools. A participant from Ghana discussed how
journalists can be resourceful and adaptive when using AI technologies on a personal level,
but there are certain constraints and practical challenges to implementing technology in an
indigenous language media context:

Truthfully, I think individually, a few of the reporters might use AI for their research work
but because of where we are, and what we do especially for local broadcasters [. . .] it’s
mostly done on an individual or reporter level. [. . .] I don’t think we use it as much in
our newsroom unless I’m doing research on something or I want to find out exactly or
want information like you are transcribing. For most of our reporters and newsreaders,
everything is in Twi [indigenous Ghanaian Language] but I wouldn’t shy away from the
fact that they would still need to do a bit of research when they have to (Int 1).

Similarly, another participant from Ghana indicated that there is no widespread
operationalisation of AI within media organisations, and most journalists opt to use AI
tools independently.

Well in my media organisation, we haven’t officially accepted the use of AI tools in our
operations but individually some of us do use them (Int 2).

A participant from South Africa also emphasised the personal use over the professional
use of AI among journalists, a view which was shared by Int 1, who said she used it in
school more than at work. This participant endorsed AI tools like ChatGPT, which she
finds useful for business proposals and other non-journalistic tasks. However, she refrains
from using these tools in her professional capacity because of concerns over originality and
journalists’ integrity.

I’ve really enjoyed using [AI] for particularly business proposals that I’ve worked on, and
that’s outside of the newsroom. . .but it would be very difficult for me to say I would use
it in the newsroom. I probably have done some work where I wanted to do a little bit of
research. For instance, when I did a little bit of work on the geography of Ghana I was
able to use ChatGPT to figure out how to move around Ghana (Int 11).

Moreover, a participant from South Africa (Int 14) discussed the slow adoption of AI
tools as well as the resistance to change that is common in the media industry, which he
believes hampers progress.

In the workspaces where we find ourselves, we have people who are referred to as slow
adopters of fresh ideas. . .it becomes difficult for us as journalists to deploy these new
technologies (Int 14).

In the same vein, Int 12 emphasised the issue of personal use and appreciation over
the professional use of AI tools in journalism practice. Int 13 finds AI tools like ChatGPT
more beneficial for enhancing her productivity and creativity in journalistic tasks. She said,
“I’ve used AI to help with drafting and editing content quickly, which allows me to meet
tight deadlines more efficiently”.

Another participant from South Africa stressed that their practical application of AI is
limited to fact-checking. This participant stressed that using AI helps them streamline the
verification process and enhance reporting accuracy.

We use AI generally today to double-check facts because as we deploy these technologies,
we should understand that as journalists, there are tasks we should not be outsourcing
(Int 14).

The high cost of some AI-enabled applications for journalists may also potentially
discourage them from being purchased and used as alluded to by this participant:
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I have not used AI before. I asked my colleagues and they all told me they hadn’t used it
before. One visual editor said the one he came across was expensive, so he didn’t even use
it at all (Int 9).

The responses above suggest that while there is recognition of AI’s potential benefits
in journalism in both South Africa and Ghana, its practical application remains limited
and primarily driven by individual preferences. Together, the findings point to a pattern
of the informal and restricted use of AI tools, such as ChatGPT, in journalism activities.
Key issues from the interviews point to the individual-centric approach to AI usage among
journalists instead of systematic integration into media organisations’ operations.

4.2. AI Usage, Ethical Challenges, Ethical Considerations, and Policy Directions

The current theme explores the nuanced relationship between AI technology and
journalistic ethics. In light of the literature highlighting the intrinsic biases and other
drawbacks of AI technologies, it explores whether journalists are aware of the necessity
for the cautious management of AI tools to enable journalists to preserve the integrity and
factual accuracy of news reporting.

The integration of AI in journalism ushers in a complex set of ethical dilemmas
and considerations, exacerbated by the lack of policies and guidelines in the newsrooms
that participants work in. The responses from the participants give a thorough picture
of Ghana’s and South Africa’s current situation regarding ethical concerns and policy
orientation. Participants from both countries noted that while they are aware of some
ethical issues, organisational rules or norms governing the use of AI are conspicuously
absent, forcing journalists to rely solely on their judgement. This may not come as a surprise
considering newsrooms have not yet initiated official discussions regarding the integration
of AI tools into daily operations.

While acknowledging its role in aiding fact-checking and other journalistic routines,
most participants acknowledged the shortcomings of AI tools and the associated ethical
implications. Concerns surrounding AI’s propensity to generate misinformation and
perpetuate biases were raised, for instance. Thus, journalists from both countries cautioned
against overreliance on AI tools and stressed the need for cross-checking information
with primary sources to avoid inaccuracies. Moreover, participants also raised issues of
intellectual property, with some expressing apprehensions about AI’s potential to reproduce
content without proper attribution. They also acknowledged the error-prone nature of
AI tools, particularly regarding their possible lack of sufficient local context background.
Consequently, the participants stressed the need for the careful adaptation and verification
of the information generated by AI tools, making sure to uphold accuracy, integrity, and
originality in reporting.

In discussing the ethical issues around AI usage in newsrooms, Int 1 from Ghana
highlighted the lack of formal AI policies and guidelines, which is borne out of the informal
incorporation of AI tools into journalistic practices. This leads to a reliance on individ-
ual discretion and existing journalistic ethics to navigate AI. Another participant from
South Africa stressed that in the absence of specific guidelines, journalists often revert to
traditional ethical principles to guide them while using AI, especially when it comes to
maintaining accuracy and integrity. He believed that ethical dilemmas and perceived dis-
honourableness associated with using AI in journalism and the concern that AI-generated
content might undermine the originality and intellectual rigour expected of journalists are
ethical dilemmas that journalists must negotiate:

There’s this idea that anything that comes from AI is not original thought and original
thought is what you know makes us smart journalists. And so, I mean, this is why I
say I wouldn’t be surprised if there were journalists that were using AI but would never
say it because I think that they’d be afraid that they would be called non-purist and they
wouldn’t be seen as strong thinkers, as strong writers, and strong storytellers. So, if
people are doing it, there’s no way of knowing and they certainly wouldn’t come out and
say it (Int 16).
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Participants also acknowledged the errors and local context variations that AI tools
pose. They spoke about the margin of error of AI tools that may pose a concern for
journalists. Also, AI tools, while beneficial for enhancing efficiency and aiding in tasks such
as fact-checking, pose risks of generating misinformation, perpetuating biases, and leading
to content that may infringe on copyright laws. Participants stressed the importance of
maintaining accuracy, integrity, and originality in reporting. Some highlighted grievous
concerns regarding AI’s role in generating inaccurate narratives that could potentially lead
to severe professional repercussions for journalists. Int 5 shared a colleague’s experience:

I remember a court story that a friend of mine did using AI technology recently. AI
gave him a different narrative resulting in publishing a false story. His attention was
immediately drawn to it. Immediately, he issued a rejoinder to that effect. It nearly
resulted in his dismissal had it not been for the intervention of other colleagues.

Despite the potential shortcomings, journalists from both countries discussed the
usefulness of using AI for verification, which is an ethical requirement of journalism and
necessitated by the negative implication of disseminating inaccurate information. Issues
were raised about plagiarism and copyright violations, with AI potentially sourcing and
replicating content without proper attribution. Int 1, an editor, spoke about cases when
AI points to copied texts that are used in news stories, which may have to be rephrased to
avoid plagiarism:

Sometimes you find that a few of the write-ups they do have either been copied or something
from another site and you have AI telling you that this is the situation.

While it is worthy that the gap in formal policies or guidelines governing the use of
AI in newsrooms is being navigated by the reliance on individual discretion and traditional
journalistic ethics, it is also important to note that the lack of structure guidelines also
raises concerns about consistency and the potential for misuse or mismanagement of AI
technologies even on an individual level.

4.3. How Ethical Challenges Are Being Navigated

This theme discusses the methods journalists in Ghana and South Africa employ to
navigate ethical challenges associated with using Artificial intelligence in journalism. The
data reveal three primary strategies: promoting mindfulness about ethical use, rigorous
fact-checking, and comprehensive education on AI applications.

The participants stressed the importance of maintaining a high degree of ethical
awareness when utilising AI technologies. For instance, journalists from South Africa (Int
11) and Ghana (Int 1) stressed that journalists need to verify information provided against
primary sources to prevent the dissemination of inaccurate news. This reflection points to a
mindful approach to AI use, ensuring its application does not compromise the originality
and authenticity of journalistic content.

Some participants highlighted that despite AI’s ability to expedite the information-
gathering process, its outputs need to be thoroughly validated because they can be assum-
ing and lack certain information about the local context rendering their output inaccurate.
Int 9 from Ghana said:

AI can help, but we need to double-check everything because it’s not always right for our
context. [. . .] If it’s not an international story, and it’s a local story, AI will not be able
to, as it were, give you the facts you want in your local contexts because we know that
it’s being operated from outside and so they may not be able to give you the local facts as
you need.

Sometimes, you find that when you go into these platforms, you realise that actually the
person who designed this API has got very little knowledge of South Africa. I did an
experiment where I put my name on it. It simply just did a lot of guesswork and I think I
ended up being a property developer or something. So if you are going to try and use it to
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do research about South Africa, you are likely to come up with very basic information
(Int 17).

These insights emphasise the indispensable role of human oversight in validating the
accuracy of information provided by AI. Int 9 gave another perspective laced with careful
optimism concerning the reliance on AI in journalism while pointing out the shortcomings
of the AI real-time online transcribing feature for live radio and television shows aired in
indigenous languages that are also streamed for online audiences:

Facebook says when you’re broadcasting or you’re having a live telecast they can transcribe
but I realise that they are even unable to translate the language correctly.

Additionally, some believed that editorial meetings that interrogate ideas and assist
journalists in crafting unique story ideas would be beneficial in resolving ethical dilemmas
and other negative impacts of AI on newsrooms, as expressed by Int 11:

Diary meetings interrogate best, interrogate the ideas of the journalist and see if they
have not copied them somewhere or they have not sourced them online and not done the
groundwork of their own (Int 15).

Interview 17 from South Africa was also of the view that writing collaborations with
AI tools raises new challenges that would have to be resolved by more formal adoption:

I think the biggest challenge that we have is the fact that organisations haven’t integrated
AI into their strategy. Therefore, you are now left with having to make your own personal
decisions about a lot of things. [. . .]. The issue of attribution and crediting, who do
you credit? You take credit for the fact that you’ve gone to Chat GPT which was able to
generate, let’s say 15 questions for you in a space of a minute. Who takes credit for all
that work? Do you take credit that ‘I did this’?

The above comment also reflects the tension between leveraging new technological
tools and adhering to traditional journalistic values of originality and intellectual rigour.
Additionally, generally, the findings show an environment in which ethical issues are of the
utmost importance to journalists. Hence, journalists employ strategies to ensure that the AI
technologies they use improve, rather than undermine, the credibility of news reporting.
By cultivating a climate of ethical mindfulness, meticulous authentication, and continuous
education, journalists are likely to be more proficient in utilising the advantages of AI tools
while minimising their potential hazards. Therefore, adopting this proactive strategy is
essential for preserving public confidence and journalistic integrity in the era of digital
technology.

4.4. Opportunities AI Presents and Future Outlooks

This section explores the opportunities AI presents within journalism from the per-
spectives of professionals from Ghana and South Africa. The responses are captured under
several themes that describe AI’s impact on journalistic practices. These include time
efficiency, stress reduction, the enhancement of content quality, and the automation of
routine tasks.

AI’s role in improving the accuracy and speed of fact-checking was a prominent
theme. Journalists highlighted AI’s capacity to verify facts quickly, thereby enhancing
the reliability of news reporting. They cited the time-saving benefits of AI, emphasising
its ability to automate data-intensive tasks, thus allowing them to focus on more critical
aspects of journalism, particularly in fast-paced newsroom environments. Int 11 captured
this succinctly:

I’ve even upgraded myself to chat GPT full just so that I’m able to use other plugins such
as Canva. It is time-saving.

Furthermore, when it comes to the possibility that AI will be used in newsrooms to the
extent that it would eventually replace journalists in their positions, the same participant
thought that theory was unrealistic:
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Well, I don’t think that it’s gonna oust the human resource aspect or the human interface
of journalism completely because when you come to Ghana, for instance, we don’t have
a localised or domestic AI. [. . .]. AI may not be able to do justice to stories relating to
Ghana as such. [. . .]. It may have some sort of consequence but not that it will oust people
completely (Int 9).

Int 17 held a similar perspective while stressing the value of adaptability for journalists:

I think for me it will take a while before they actually displace people, but those who are
not willing to arm themselves with knowledge and understanding of how it works are the
ones that are going to be left behind eventually. As it just happened with all the industrial
revolutions, if you are not willing to adapt to the changes and you are resistant to a point
where you are still doing things the old way because you don’t want displacement, then
you will be left behind.

5. Discussion

This paper sought to explore the intricate link that exists between AI and journalism,
looking into how AI is being deployed in newsrooms in Ghana and South Africa, the
fundamental changes in journalism practices brought about by AI from the perspective of
journalists, the opportunities and challenges that AI-powered tools present, how journalists
negotiate the ethical landscape when using AI for daily journalistic routines, and other
future outlooks on AI usage in newsrooms.

The findings from this study reveal that AI’s role in journalism is evolving. Still, it is
not yet fully integrated into the formal structures of South African and Ghanaian media
organisations. As a result, this situation gives rise to a scenario where journalists are
individually motivated to use AI to improve their work. However, they do so with a sense
of great caution compounded by the fear of undermining the integrity of their work. This
individual-centric approach to AI adoption often leads to inconsistencies in the application
and utilisation of AI in the journalism practice of both countries.

Integrating AI in journalism across Ghana and South Africa reveals a complex land-
scape filled with opportunities and significant ethical challenges that participants seemed
to be aware of, even without formally adopting AI in newsroom routines. The participants’
responses provide a multifaceted view of how AI is currently utilised in newsrooms and
the pressing need for structured policies and ethical guidelines.

The participants have a predominantly favourable attitude towards using AI in jour-
nalism, highlighting its capacity to revolutionise several facets of journalistic tasks through
improved efficiency, precision, and quality of information. Nevertheless, the necessity of
exercising caution when using AI technology balances out its advantages. This highlights
how important it is to carefully authenticate the facts and consider any additional ethical
considerations to minimise hazards. This perspective highlights the intricate relationship
between technological progress and conventional journalistic principles, emphasising the
importance of continuous discussion and education to fully utilise AI’s advantages while
protecting against potential dangers.

This study’s findings are comparable to those of previous research. The limited use
and informal adoption of AI resonated with findings from a survey by de-Lima-Santos
and Ceron (2021). These scholars discussed the varying degrees of global AI integration
in newsrooms. They accentuated the cautious approach many media organisations have
adopted in integrating AI technologies into their practice. This is in line with Amegadzie
et al. (2021), whose study established that the nascent stage of AI adoption in Ghanaian
sectors had taken a gradual approach and acceptance, with many sectors taking a wait-and-
see attitude.

The usage patterns in both countries also reflect a supplementary approach (Taddeo
and Floridi 2018) rather than a replacement of newsroom routines with AI, as can be found
in more advanced countries. While this may be considered a balanced approach to AI
adoption (Dierickx and Lindén 2023), it also reflects the fact that in Ghana and South Africa,
automated journalism or algorithm journalism (Dörr 2016), including the use of bots in
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news writing, has yet to find a space in newsroom journalistic routines. This explains why
participants did not appear to be concerned that they might be replaced in their chosen
field by AI.

The individual reliance on AI to improve tasks like fact-checking and research mir-
rors findings from Beckett (2019), who emphasises the role of AI’s potential to augment
journalistic efficiency and accuracy. Nevertheless, the ethical concerns that emerged in
this study regarding AI-generated content’s integrity and authenticity echo the ethical
dimensions explored by Diakopoulos (2019). To illustrate, Diakopoulos (2019) revealed a
need for more transparency and the accountable use of AI in journalism, as this may pose
a considerable threat to the credibility of journalistic work. It is important to highlight
that most participants expressed concern about these and emphasised the necessity of
transparency when using AI tools for journalism. This means that as a critical ethical
requirement (Kim and Lee 2020; Brendel et al. 2021), even in instances when AI is used
for fact-checking, journalists must declare it to their audiences. The importance placed by
participants on fact-checking is also essential for guaranteeing that news consumers receive
accurate information.

Furthermore, it is critical to realise that although AI is helpful for fact-checking, it
can also spread false information because it occasionally misattributes quotes and some-
times does not identify the original source of information. Significantly, participants
acknowledged this shortfall, accounting for their stance that journalists should not be
over-dependent on it even in the most basic sense. This also implies that even when
journalists use AI only sparingly, media outlets still need to have conversations around
ethical usage so that journalists who may not be aware of all the ethical ramifications will
become mindful and know how to navigate ethical concerns.

While earlier research like that by Dralega et al. (2023) focused on AI policy frame-
works and how they affect journalism practice, this study found a large gap in how formal
policies are put into practice. It discovered a more grassroots, individualised approach
to using AI in journalism, indicating the unique aspect of AI’s role in African journalism.
However, although the participants admitted AI’s potential in African newsrooms, this
study found that because of the individualised, rather than formal, usage of AI tools by
journalists, ethical governance lags.

Some scholars, in their conceptualisation of AI, draw a comparison between AI and
data journalism, emphasising the data-driven nature of content production (Parasie and
Dagiral 2012). Recognising this, we submit that there may be other uses of AI in news
organisations that were not accounted for in this study. This is because the study solely
looked at journalistic routines and did not consider data-driven journalistic practices.
Additionally, none of our participants admitted to using AI for data journalism of data-
driven stories, and therefore did not account for AI tool usage in data journalism.

6. Conclusions, Limitations, and Future Research

This study explored the role of artificial intelligence in contemporary journalism
practice, paying specific attention to South Africa and Ghana. It identified the gradual yet
limited integration of AI in newsrooms and revealed that a cautious approach underpins
the nascent state of AI adoption in these countries. The study has also revealed that while
AI is recognised for its potential to improve journalistic efficiency and accuracy, concerns
remain about AI-generated content’s ethical implications, transparency, and authenticity.

Overall, our study adds significantly to the body of knowledge on AI adoption in
newsrooms by providing evidence of how journalists in Ghana and South Africa are
incorporating AI technologies into their routines and practices and how journalists navigate
the ethical landscape.

The findings of this study suggest that the use of AI in African journalism is still emerg-
ing and requires structured policy frameworks to address its challenges and maximise its
benefits. One implication is that a lack of standardised guidelines may lead to inconsistent
practices that affect quality and public trust. These findings add to the rapidly expanding
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field of AI and journalism, offering insights specific to African media that highlight the
challenges of ethical governance and integration. Additionally, this study’s emphasis on
the ethical implications of AI use in journalism aligns with the broader concerns about AI
in society, particularly regarding bias, accountability, and transparency.

The findings from this study add new perspectives to the current and ongoing dis-
course on the role of AI in journalism. It highlights the individualised use and ethical
considerations that come with AI technologies. Moreover, the findings underline the
need for more comprehensive training and policy development that makes sure that AI is
responsibly and effectively utilised in the journalism industry.

Additionally, there appears to be an untapped potential for newsrooms in South
Africa and Ghana to use AI to deliver intricate data-driven stories quickly and in an
easily comprehensible style. We advise newsrooms to make the necessary technological
investments to realise it.

The scope of this study was limited in terms of the regional focus on Ghana and
South Africa and the reliance on qualitative studies. There is a need for broader studies
across other African nations to understand the varied practices and challenges in different
contexts. Despite these limitations, the study adds to our understanding of AI’s unique
challenges and opportunities for African journalism. This emphasises the urgent need for
localised frameworks. More broadly, research is needed to determine effective strategies
for balancing AI’s potential with ethical journalism. The findings from this study can
be employed to develop targeted interventions that foster responsible AI adoption in
journalism that can promote public trust and enhance media integrity.
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