
Intermediate Node Buffering-Based Contention Minimization 
Scheme  

Philani Khumalo1, Bakhe Nleya2, Andre Mutsvangwa3 
1,2,3Department of Electronic Engineering, Durban University of Technology, Steve Biko Campus, RSA 

120250262@dut4life.ac.za  
2bakhen@dut.ac.za 

3andrew.mutsvangwa@nwu.ac.za 

 
Abstract—Optical burst switching (OBS) is a candidate switching 
paradigm for future backbone all-optical networks. However, 
data burst contention can be a major problem especially as the 
number of lightpath connections as well as the overall network 
radius increases.  Furthermore, the absence of or limited buffer-
ing provision in core nodes, coupled with   the standard one-way 
resources signalling aggravate contention occurrences resulting 
in some of the contending bursts being discarded.  In this paper 
we propose and analyze a restricted intermediate Node Buffering-
based routing and wavelength assignment scheme (RI-RWA) 
scheme in which intermediate buffering provisioning is imple-
mented for contending data bursts have already propagated more 
than half the network’s diameter. The aim is not to discard such 
bursts as they would have already utilized a considerable amount 
of available network resources. We comparatively evaluate the 
scheme’s performance in terms of performance indicators such as 
fairness, load balancing as well as throughput. 

 
Keywords— Optical Burst Switching (OBS), contention avoid-
ance, contention resolution, Quality of Service (QoS), Intermedi-
ate Buffering 

I. INTRODUCTION 

 
     Current and future OBS networks are expected to provide 
connectionless transport through multiple end-to-end lightpath 
connections that are wavelength multiplexed. With such a sce-
nario there is a possibility that data bursts may frequently con-
tend with each other for the same output ports (resources) at 
intermediate nodes. The fact that the OBS switching paradigm 
relies on one-way signaling and reservation protocols in which 
data bursts are transmitted on a “best effort manner” basis i.e., 
before actually resources reservation confirmation means that 
by the time it arrives at the node, the anticipated resources may 
no longer be available. Furthermore, because of the frequent 
aggregations of various transit lightpath streams from other 
sections of the network, two or more bursts utilizing the same 
wavelength may compete for the same network resource and 
this will result in contention and consequently, burst losses. 
Frequent data burst losses will always seriously impact on 
overall network performance as well as the QoS of already run-
ning applications.  As a main design objective in the deploy-
ment of OBS networks, it is necessary that contention avoid-
ance and resolution measures be addressed. Primarily, conten-
tion resolution aims at moving all but one burst from the port 
where the contention is occurring. This can be done by em-
ploying a variety of mechanisms that are normally categorized 
as either space, time, wavelength or any hybrid combinations. 
Typical examples include deflection routing (space domain), 

wavelength conversion (wavelength domain) and optical 
buffering (time domain). 
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Figure 1: A Generalized OBS node 

  
      An example OBS node architecture is provided in Fig 1. Its 
primary functions include data burst assembling, disassem-
bling as well as forwarding. e.g. in the burst assembling case, 
packets received from users are initially buffered according to 
destination and traffic classes before assembling into class-
segmented bursts in the assembly queues [1]. [2]. Ultimately, 
the assembled data bursts are scheduled on available outgoing 
channels together with their associated header packets (HPs) 
that contains key routing associated information. It is crucial to 
note that during the scheduling routine, each associated HP is 
dispatched ahead at an offset time [2] that will allow for pre-
configuring of required resources at intermediate nodes before 
the actual data burst arrival. In serving transit connections, an 
associated HP of a given connection is pre-processed by a rout-
ing module at each node. If the intended destination of the soon 
to arrive burst is local, the burst is forwarded to a burst disas-
sembly module which disassembles it into packets. However, 
if the transit connection still needs to traverse further, routing 
information extracted from the associated HP is instead for-
warded to the scheduling module, and eventually the data burst 
will be rescheduled as well to the next hop. 
As previously noted, contention at OBS nodes may lead to 
server performance degradation as some of the contending data 
bursts may be discarded as part of the contention resolution 
measures. As a further contention resolution measure, the 
available limited buffering at each node may be used to buffer 
those data bursts that have already traversed many hops in the 
network core nodes. Overall, in order to guarantee good 
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network performance as well as consistent QoS for the various 
applications and services, data burst assembly algorithms at in-
gress nodes as well as an effective routing and wavelength as-
signment (RWA) approach are necessary to alleviate, mini-
mize or avoid contention occurrences. 

II. RELATED WORKS  

    In order to achieve contention minimization in the design 
and deployment of an OBS switched backbone network, the 
available resources at various levels, e.g. link, path and wave-
length have to be dimensioned appropriately so as to maximize 
on the aggregate number of simultaneous end-to-end lightpath 
constraints.  The obvious constraint being that at any given 
time, a given wavelength can only serve a single lightpath con-
nection (data burst) on any given link. Whereas the ingress 
node generally executes RWA such as to avoid any contention, 
however the inevitable merging of new lightpath connections 
with transit streams at various other intermediate nodes, raises 
the risk of contention further occurring.  As mentioned before, 
contention will take place when multiple data bursts utilizing 
identical wavelengths contend for the same resources simulta-
neously. The contention can be addressed by changing and var-
ying resource attributes such as wavelength, link or time, even 
though this will be at added resources constraint. 
     The contention resolution measures are mostly reactive in 
nature and various approaches have been studied.  The authors 
in [3] propose a time-based contention resolution mechanism 
using fiber delay lines (FDLs) to delay one or more of the con-
tending bursts for a while. However, implementing such a 
scheme would be prohibitively expensive as a very long fiber 
is required in order to achieve a 1 microsecond delay [4].  The 
authors in [5], suggest resolving contention by way of imple-
menting deflection routing [5]. However, it is important to note 
that deflection routing can lead to endless network looping, 
network traffic load imbalances as well as elongated network 
latencies. The authors in [6] propose a burst segmentation ap-
proach in which only the segments of a given contending data 
burst are discarded instead of the entire burst. In the optical 
domain, wavelength converters (WCs) are utilized to shift the 
contending wavelength of a data burst to a non-contending one 
subject to availability. Note that WC implementation is quite 
expensive. In any case, several types of WCs exist including 
tunable wavelength converters (TWCs) and fixed wavelength 
converters (FWCs) [7]. 
Overall, the three reactive based contention avoidance 
measures   discussed so far are only effective in cases were the 
network loads are very low to moderate. They however will 
not be as affective should the network become congested, 
hence the need to regulate congestion as an indirect approach 
towards preventing contention occurrence. Hence in [8], [9], 
the authors investigated the impact of traffic control as well as 
burst discarding on overall OBS network performance. They 
noted however, the possible occurrence of burst contentions 
even when the network was lightly loaded  should multiple 
data bursts simultaneous demand the same wavelength of the 
same output fiber link. In such instances only one of the con-
tending bursts would have to be sparred even though resources 
existed. In such cases, partial buffering in conjunction with 
congestion control would likely improve performance. Be-
cause of the obvious cost and capacity limitations with regards 
to buffering in optical domain, worth considering would to 

schedule the injection instants of data bursts at the ingress 
nodes in a manner such as to avoid any further contentions in 
the network interior. Hence in [10] the authors consider overall 
network utilization maximization when both burst length (con-
gestion control variable) and offset time (burst contention res-
olution variable) are jointly controlled. They go on to develop 
a distributed algorithm that assumes explicit signaling among 
nodes comprising the network.  Such a joint control was shown 
to decouple throughput performance from burst loss perfor-
mance such that the network could still be loaded to almost 
100% but to no significant burst losses.  Studies in various lit-
eratures also show that when transit flows merge with other 
traffic at intermediate (core) nodes, contention will still occur, 
and that further scheduling of bursts will reduce contention oc-
currences at subsequent nodes. It would always be necessary 
that WCs be provisioned at all scheduling nodes so that, the 
scheduler will initially inspect the targeted wavelength at an 
outgoing link before scheduling any data burst.  Should this 
wavelength be free and available for use at that moment in 
time, it will be assigned, otherwise the WC will be used to 
schedule the burst on any other available free wavelength. Sev-
eral scheduling algorithms have been explored in various liter-
atures [9], [10]. The work in [11] demonstrated that by utilizing 
voids that emerge during OBS normal operation, void filling 
algorithms can be implemented in order to achieve improved 
link utilization as well as lowered contention occurrences.  
Overall by comparison, the deflection routing approach is a 
more attractive solution for reducing the blocking probability 
but to no considerable cost. Any idle links are candidate de-
flection paths.  In the process the network traffic is redistrib-
uted evenly, and the utilization of the links is improved. How-
ever, the approach does not completely eradicate contention in 
that it may still occur in the deflection routes. Moreover, de-
flection routing may trigger traffic congestion in other sections 
of the network if deflection routes are not chosen carefully.  
 
 In this paper, we propose and analyze a restricted intermediate 
Node Buffering-based routing and wavelength assignment (RI-
RWA) scheme to address contention occurrences as well as 
prevent deletion of contending bursts. The scheme primarily 
prioritizes the selection of primary as well as deflection paths 
for establishing lightpath connections as a function of individ-
ual wavelength contention performances. It further provides 
restricted intermediate buffering provisioning for contending 
data bursts that have already traversed a significant number of 
hops in the network (typically this should be half or more of 
the network’s diameter).  
The remainder of the paper is organized as follows. The pro-
posed scheme is presented in section III. Section IV. compares 
the performance of the proposed algorithm with that of existing 
similar RWA algorithms, finally section V concludes the pa-
per. 
 

III. PROPOSED RI-RWA  SCHEME 

 
     The basis of our proposed RI-RWA scheme is as follows: 
For each data burst, a least cost lightpath connection has to be 
established from the ingress to the egress node. The wave-
length to be assigned to the lightpath connection must satisfy 
the general RWA constraints, i.e. that the assigned wavelength 

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2019 Page 147



should not be concurrently shared with any other connection 
requests on the same fiber (link) end-to-end, otherwise conten-
tion will take place. Since the lightpath connection is likely to 
merge with other streams at various nodes as it traverses the 
network, there is a likelihood of the RWA constraint being vi-
olated. Any proposed RWA scheme should focus on maximiz-
ing the number of lightpath connections in the network, but 
without violating the key constraint emphasized earlier. When 
contention occurs, its resolution must not result in the escala-
tion of network costs, neither should there be degradation of 
overall network performance in this or other sections of the 
network. Fairness to all lightpath connection requests irrespec-
tive of hop count is also necessary. This is because it has been 
established in quite a number of literatures that long hop 
lightpath connections are likely to encounter contention as well 
as discarding. Furthermore, discarding data burst that have 
since traversed a distance exceeding half the network’s diame-
ter is wasteful of resources hence restricted intermediate buff-
ering to resolve contention in such situations may be worth 
considering.   
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Figure 1: RI-RWA summary concept 

 
Our proposed scheme initially grooms and prioritizes the 
lightpath connection requests at each node. This is followed by 
assigning the least cost route(s). The wavelengths and paths 
assigned are selected based on current resources states as well 
as according to general performance with regards to conten-
tion, e.g. wavelengths and routes that are currently experienc-
ing contention will be least prioritized. Fig 2 summarizes the 
key steps of the proposed scheme. At each node, lightpath con-
nection requests are groomed as well as prioritized. After the 
grooming, the RI-RWA scheme will assign routes taking into 
account current network (path and link) states as well as gen-
eral individual wavelength performance with regards to con-
tention. The key steps are summarized as follows: 

A: Grooming and Prioritizing 

    In the grooming process, direct links as well as high QoS 
connection requests are assigned higher priority. The lightpath 
connection request grooming and prioritizing is summarized 
by the following algorithm [7]. 
 

Algorithm I: Grooming and prioritizing  

initialize 
Step1: lightpath connection requests destined for the same ),( ds  

groomed within link capacity 
Step II: queue all lightpath connection requests. 
Step III:  categorize them into low and high priority. 
 end   

  

B: Network States 

If we define ds,
max   as the maximum sustainable load by a given 

link, then for a given link’s load link state )(LS  is defines as 
follows: 



and the path congestion is: 



 The proposed RI-RWA scheme will always prefer both a path 

and link with minimum congestion likelihood, i.e. 
. 
The congestion likelihood levels at any given time is expressed 
as: 



and the end-to-end lightpath connection burst blocking proba-
bility as: 



Because data bursts routed on a link whose wavelengths are 
underutilized are not likely to encounter any contention, we 
thus also define  the  wavelength utilization of a link at any 
given time as follows [11]; 



where lW is the number of available wavelengths on a link.  

 
     The proposed scheme also periodically tracks all conten-
tions recorded on the various links and share the statistics with 
all nodes. This information is used to prioritize the various 
wavelengths at the nodes.  
We further incorporate an intermediate buffering queue (IBQ) 
to temporarily store those data bursts that have since traversed 
half or more of the network’s diameter. The network’s diame-
ter )( ,dsD as the maximum least cost distance in terms of hops 

between any source-destination pair. It is shown in [12] that 
data bursts traversing longer paths have a higher probability of 
being discarded as a result of contention and consequently this 
affects network throughput as well as efficient usage of re-
sources.  
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Algorithm II: Summary RIB-RWA 

initialize 
input:  acquire sets of new and transit connection re-
quests from HP processing module. 
output:  groomed and prioritized sets of lightpath con-
nection requests.  
Step I:   load network metrics:  
   do  search for K  least cost path sets,  
Step II:  serve all requests according to priority.  
Step III: from fail list: 
   do transit connection request list; 

    check hop distance  )( 2
,dsD

if  ,  

send to IBQ.  Re-set priority to highest, and repeat step 
II once 
Step IV:  drop any fails 
end   
 

 

IV. PEFORMANCE EVALUATION 

     We evaluate the RI-RWA’s performance on a 16-node to-
pology network shown in Fig 3. The hop distances are meas-
ured in kilometers.  Each of the 16 nodes of the network incor-
porates edge-core nodes functionalities and is also provisioned 
with limited buffering. The traffic intensity on each link is var-
ied up to a maximum of 100%, i.e. its maximum capacity and 
generally the link load is computed according to:  





  timeWB

tburstsS


 )(



where )(tSbursts  is  the volume size of sent bursts, B  is the 

capacity of  a single wavelength, W is the total number of 
usable wavelengths, and L is the aggregate  number of links.  
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Figure 2:   A  16 node network with  25 bidirectional links  

Each link supports up to Gbps10  speed and the average burst 

length is MB5.2 . The average processing time of each HP is 
ssec7 . We assume best assembling discussed in [14]. 

The following are further assumptions as well as additional 
simulation parameters pertaining to the simulation as well as 
analysis of the proposed scheme: 

 The offset time used in scheduling each burst is always 
large enough to avoid the associated data burst catching up 
or outpacing its corresponding HP. 

 There is no provisioning for WCs throughout the network. 

 The data burst length is regulated by the variable period of 
assembly as well as maximum burst length. 

 A modified Dijkstra’s shortest path routing algorithm is 
used for choosing candidate deflection routes. 

 Switch network configuration time is ssec5 . 

  Link propagation delay is a function of actual hop length. 

 All nodes are assumed to receive the same offered load in 
the network.  

A: RI-RWA  without Restricted  Intermediate Buffering 

Initially, we explore the proposed scheme’s performance in 
terms of blocking. In so doing, we vary the link traffic load 
from 0 up to about 70% (0.7). This is carried out for varying 
number of wavelengths on the fiber link, i.e.  8W , 32  and 
64  .  

 
Figure 3:  Blocking probabilities versus link c load  

 
A plot of the throughput performance is  shown in  Fig 5. 

Once again, the proposed scheme improves on the overall 
throughput up to a maximum of 60% for 64W  when the 
link load is almost %70 . 

 
Figure 4: Network throughput 
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 We compare the proposed scheme’s performance with that of 
the traditional OBS routing approach, i.e. random RWA. The 
results are displayed in Fig 4, in which it is noted that the RI-
RWA scheme reduces blocking probabilities. On the other 
hand, the traditional random RWA scheme does not seem to 
improve its performance at all even for high numbers of active 
wavelengths. It is also observed that at low W , the limited re-
sources rather contribute to the blocking and not necessarily 
the wavelength assignment approach implemented.  
  

 
Figure 5.: Blocking performance versus hop count 

  

The overall performance improvement of the RI-RWA with in-
creasing  W  is explained by the degree of wave-length spatial 
reuse, this means that for large values of W available at the in-
gress node, more lightpath connections (bursts) can be sched-
uled on a given link.  
Fig 6 plots the bursts blocking probability as a function of the 
hop count. For low link traffic loads the RI-RWA scheme rel-
atively performs much better in terms of blocking probabilities 
in comparison to the random RWA scheme. At high traffic 
loads, the two schemes even off, and this indicates that no more 
wavelengths are available to serve new connection requests. 
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Figure 6:  Average blocking probability 

B: RI-RWA  with Restricted Intermediate Buffering 

We further allow limited or restricted intermediate buffering at 
core nodes as a contention resolution measure. It is noted that 

restricted intermediate buffering saves those data bursts that 
have already traversed multiple hops from being discarded 
whenever they encounter contention.  
In the process it improves network performance in terms of 
blocking probabilities, as well as fairness to those data bursts 
that traverse the network through high hop counts. Fig 7 com-
pares the proposed scheme with the traditional OBS routing’s 
SPF (which uses random RWA), together with the shortest 
path deflection routing (SPDR) scheme.  
The proposed scheme performs relatively better than the rest.  
Fig 8 plots the end-to-end throughput for selected routing strat-
egies considering relatively uniform as well as distance-de-
pendent traffic. 

Figure 8: End to end throughput as a function of link load 

Both SPDR and the proposed scheme outperform SPR. How-
ever, the proposed scheme utilizes the available network re-
sources much more efficiently and shows the highest through-
put overall. 

CONCLUSIONS 

In this paper, we proposed a priority based intermediate node 
buffering-based RI-RWA scheme to combat the problem of 
contention occurrences as well as minimize blocking of bursts 
already in the network. The RI-RWA scheme basically selects 
primary as well as deflection paths/links based on past conten-
tion frequency occurrences as well as current resources states 
in the candidate paths. Furthermore, the scheme also imple-
ments intermediate buffering for contending data bursts that 
have traversed several hops in the network.  Obtained simula-
tion results show that restricted intermediate buffering saves 
those data bursts that have already traversed multiple hops 
from being discarded whenever they encounter contentions 
further in the network. In the process it improves network per-
formance in terms of blocking probabilities, as well as fairness 
to those data bursts that traverse the network through high hop 
counts. Overall simulation results obtained show that the 
scheme performs well in terms of key QoS metrics such as net-
work throughput, data burst loss probabilities as well as load 
balancing.  In future we will modify the scheme so that the 
overall network load can be increase to about 95% but subject 
to us still obtaining acceptable network performance. 
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